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Editorial

Michael Denker, Alexandra Stein and Thomas Wachtler*

Editorial
https://doi.org/10.1515/nf-2020-0042

Many of the scenarios around data management depicted
on the title page of this issue of Neuroforum are likely to be
rather familiar. Among the challenges abstracted in comic
form by Lyuba Zehl are situations like transferring data
between collaborating partners, integrating individual
pieces of a complex, distributed data set, server shelfs
overflowing from the sheer amount of data, the need to
convert data between different formats, the danger of data
loss, or simply the need to find an efficient, useful orga-
nization of data.

Managing research data is an everyday concern for us
as scientists. The rapid developments we see in recording
technology and computational methods offer enormous
opportunities for neuroscience investigations – but they
also bring the need to handle amassive increase in volume,
diversity, and complexity of the acquired data, of data
analysis workflows and of derived data. This creates diffi-
culties for storing, accessing, and keeping track of the data.
In many areas of neuroscience, it has always been a
challenge for scientists to ensure reproducibility of their
research and comprehensibility of the data. These prob-
lems aremagnifiedby the continued growth of data volume
and the increased need for collaboration.

Neuroscientists are not the only ones in this situa-
tion. Similar problems can be found in other fields of
science. This has led to a recently established funding
program for developing research data management in
Germany, the Nationale Forschungsdateninfrastruktur
(NFDI). Despite the technically sounding name, it is not
the primary aim of this program to establish new data
storage or computing facilities. Infrastructure is seen in a

broad sense, comprising not only technical resources but
also competences and structures for communication and
collaboration. The NFDI is intended to be a process in the
scientific community that leads to more efficient research
through better use of resources, higher interoperability, and
reusable data.

The NFDI consortium initiative for neuroscience – in
short: NFDI-Neuro – reflects the cooperative spirit of the
NFDI by uniting neuroscientists from various commu-
nities, including three large neuroscience societies: The
German Neuroscience Society (NWG), the Bernstein
Network Computational Neuroscience, and the Deutsche
Gesellschaft für klinische Neurophysiologie. The NWG has
been an important active supporter of NFDI-Neuro, and
notably the jNWG, the representation of young neurosci-
entists within the NWG, has shown great enthusiasm for
the goals of NFDI-Neuro. We are grateful to the NWG and
the editorial board of Neuroforum for the invitation to this
special issue, and in particular to the Editor in Chief Petra
Wahle and Editorial Officer Susanne Hannig for their
support.

The articles in this special issue present different
perspectives on research datamanagement and its impact
on neuroscience research, including the developments
envisioned for improving neuroscience research data
management in the NFDI. The article by Wachtler et al.
gives an overview of the NFDI-Neuro consortium initiative
and the proposed approach of tackling the challenges of
data management in neuroscience by making existing
solutions available to neuroscientists more easily and
strengthening expertise and skills in the community.
Hanke et al. advocate an approach to research data
management that is based on decentralized, lightweight
services and thus is flexible and oriented to the needs of
researchers. Denker et al. consider the practical level of
the individual lab and discuss challenges, emerging so-
lutions and conceptual considerations that arise in pre-
paring and sharing data, based on the example of an
electrophysiological study. Klingner et al. discuss chal-
lenges and possible solutions of research data manage-
ment in clinical neuroscience, where translational
approaches would benefit from better availability of
research data. The authors consider barriers at the levels
of technology, knowledge and motivation. Not the least,

*Corresponding author: Thomas Wachtler, Department of Biology II,
Ludwig-Maximilians-Universität München, Martinsried, Germany,
E-mail: wachtler@bio.lmu.de. https://orcid.org/0000-0003-2015-
6590
Michael Denker, Institute of Neuroscience and Medicine (INM-6) and
Institute for Advanced Simulation (IAS-6) and JARA-Institute Brain
Structure-Function Relationships (INM-10), Jülich Research Centre,
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legal and ethical questions need to be addressed when
dealing with data from human subjects.

In addition to these contributions, we look forward to
an article about FAIR data in neuroscience by Maryann
Martone in the next issue of Neuroforum. Our distributed

special issue is further complemented by a symposium on
“FAIR data management and data sharing in neurosci-
ence” at the NWG’s 14th Göttingen Meeting in March 2021
(https://www.nwg-goettingen.de/2021/). We invite all
neuroscientists to join the NFDI-Neuro initiative.

2 M. Denker et al.: Editorial



Review article

Thomas Wachtler*, Pavol Bauer, Michael Denker, Sonja Grün, Michael Hanke, Jan Klein,
Steffen Oeltze-Jafra, Petra Ritter, Stefan Rotter, Hansjörg Scherberger, Alexandra Stein
and Otto W. Witte

NFDI-Neuro: building a community for
neuroscience research data management in
Germany
https://doi.org/10.1515/nf-2020-0036

Abstract: Increasing complexity and volume of research
data pose increasing challenges for scientists to manage
their data efficiently. At the same time, availability and
reuse of research data are becoming more and more
important in modern science. The German government
has established an initiative to develop research data
management (RDM) and to increase accessibility and
reusability of research data at the national level, the
Nationale Forschungsdateninfrastruktur (NFDI). The

NFDINeuroscience (NFDI-Neuro)consortiumaims to represent
the neuroscience community in this initiative. Here, we review
the needs and challenges in RDM faced by researchers as well
as existing and emerging solutions and benefits, and how
the NFDI in general and NFDI-Neuro specifically can support
a process for making these solutions better available to re-
searchers. To ensure development of sustainable research data
management practices, both technical solutions and engage-
ment of the scientific community are essential. NFDI-Neuro is
therefore focusing on community building just as much as on
improving the accessibility of technical solutions.
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Keywords: collaboration; data management; FAIR;
research data infrastructure.

Zusammenfassung: Die kontinuierlich steigende Menge
und Komplexität von Forschungsdaten stellt Wissen-
schaftler:innen vor besondere Herausforderungen in
Bezug auf effizientes Management dieser Daten. Gleich-
zeitig wächst in dermodernenWissenschaft die Bedeutung
von Verfügbarkeit von Forschungsdaten und deren Wie-
derverwendung. Aus diesem Grund hat die Bundes-
regierung eine nationale Initiative zur Förderung des
Forschungsdatenmanagements (FDM) ins Leben gerufen:
Die Nationale Forschungsdateninfrastruktur (NFDI). Das
Konsortium NFDI Neuroscience (NFDI-Neuro) soll die
neurowissenschaftliche Community in dieser Initiative
vertreten. Wir betrachten hier die besonderen Heraus-
forderungen und Bedarfe im Forschungsalltag sowie die
vorhandenen Werkzeuge und Lösungen und stellen dar,
wie die NFDI und NFDI-Neuro diese für Forschende besser
verfügbar machen kann. Damit sich eine Kultur des nach-
haltigen Forschungsdatenmanagements entwickeln kann,
ist das Engagement der wissenschaftlichen Community
unersetzlich. Daher setzt NFDI Neuroscience nicht nur auf
die Verbesserung und Entwicklung von technischen
Lösungen für FDM, sondern ebenso darauf, die neuro-
wissenschaftliche Community zusammenzubringen, damit
Entwickler:innen und Wissenschaftler:innen gemeinsam
an nützlichen, leicht handhabbaren Werkzeugen für ein
solides FDM arbeiten.

Schlüsselwörter: Forschungsdateninfrastruktur; Daten-
management; Kollaboration; FAIR.

Introduction

Access to digital knowledge and management of data from
publicly funded research are essential challenges for
research and knowledge transfer. To support the digital
transition of science in Germany, the federal and state gov-
ernments established the Council for Information In-
frastructures (RfII). TheRfII comprisesmembers representing
the scientific community, providers of information in-
frastructures, federal and state governments and the public.
Based on analysis of developments in digital science and
policies, it provides advice to academia and the government
supporting coordination and cooperation (https://rfii.de). In
a series of discussion papers (https://rfii.de/documents/),
the RfII suggested the establishment of a national initiative,
the “Nationale Forschungsdateninfrastruktur” (national

research data infrastructure; NFDI) to increase cooperation
and efficiency of research data infrastructures.

The NFDI is envisioned to be a process spanning the
entire scientific landscape, organized by consortia repre-
senting different scientific communities. Its purpose is to
support scientists in efficiently managing their research
data and to ensure that research data becomes findable,
accessible, interoperable and reusable, according to the
FAIR principles (Wilkinson et al., 2016) and in line with
international standards and initiatives. The NFDI aims to
build on and connect existing resources according to a
comprehensive concept for research data management
(RDM) that is sustainable and competitive in the interna-
tional context.

NFDI Neuroscience

The consortium initiative NFDI Neuroscience (NFDI-Neuro,
https://nfdi-neuro.de) formed as an open community
network, with the aim of acting as a platform that brings
together existing solutions for RDM and assists researchers
in establishing RDM as part of everyday research practice.
The initiative is supported by three major neuroscience
associations: Neurowissenschaftliche Gesellschaft (NWG),
Bernstein Network Computational Neuroscience and
Deutsche Gesellschaft für klinische Neurophysiologie
(DGKN).

A key NFDI goal is that research data is handled in
accordance with the FAIR principles (Wilkinson et al.,
2016) to ensure findability, accessibility, interoperability
and reusability, by using appropriate and interoperable
solutions for data storage, data annotation, data integra-
tion and data processing. NFDI-Neuro pursues a concept
where the consortium acts as a direct point of contact for
researchers regarding any RDMaspects related to this goal.
It will bring service providers and users together and push
forward new developments based on needs identified by
the neuroscientific community. As such, NFDI-Neuro will
build up a competence network interwoven with the
neuroscientific community. To achieve this, the
NFDI-Neuro initiative has proposed a strategy that is
currently under review, with a decision to be expected in
the summer of 2021. The key aspects of this proposal will be
elaborated in the following.

Establishing RDM infrastructure in neuroscience is a
twofold challenge. First, given the complexity of neuro-
scientific data and workflows on one hand, and the high
diversity and differences in methods and conventions in

4 T. Wachtler et al.: NFDI-Neuro



different laboratories on the other hand, creating unified
and interoperable solutions is a demanding task. Second,
uptake of new methods and tools is hampered by lack of
resources and expertise for RDM in the neuroscience lab-
oratories. Therefore, NFDI-Neuro takes a two-pronged
approach to establishing a viable RDM infrastructure in
neuroscience, combining development and provision of
methods for standardized data handling with fostering
collaboration and competence in RDM throughout the
neuroscience community.

Researchers need practical solutions and readily
available tools and services to establish efficient RDM in
the daily lab routines. This implies the development of
standards, tools and services that take up existing work-
flows and practices as they currently exist in labs, in order
to minimize interference with established research struc-
tures. Progressive extension of these existing resources
and building connections between resources will therefore
be the focus of actions toward FAIR data management.
Thus, NFDI-Neuro’s strategy is based on the concepts of
decentralization, use of existing infrastructure, adoption of

commodity technologies and community as well as in-
dustry standards.

Community

To ensure that technical developments and solutions actually
address real needs of the scientists, active participation of the
neuroscience community is essential. NFDI-Neuro follows a
profoundly bottom-up strategy, with utmost accessibility and
openness. The scientific community is invited to participate in
all activities and can actively shape the process. To support the
building of the network, NFDI-Neuro proposes to employ
specific instruments outlined in the following.

Transfer Teams are a central element in the NFDI-Neuro
structure. These are teams of experts which combine
expertise in research, as well as information technology,
and RDM. They form a geographically and topically
distributed network that offers ample opportunity for the
community to get in contact with the initiative and to get
involved, benefit and contribute. Transfer Teams will

T. Wachtler et al.: NFDI-Neuro 5



proactively seek information, initiate interactions, organize
training activities, establish necessary links to inter-/na-
tional initiatives for collaboration on common solutions and
drive specific developments of concepts, tools and services.

The core instrument for organizing community-driven
cooperation and co-development are Working Groups.
Here, researchers, developers and providers come together
to work on specific problems, for example, metadata
standards for a certain research domain, guidelines for a
specific RDM task, or the definition of an interface to
enhance interoperability or usability. In addition, Dynamic
Support Actions are mechanisms to provide funding for
necessary developments, which are identified as the
initiative is running. This can be, for example, the imple-
mentation of an interface according to specifications
defined by a Working Group, or the enhancement of a tool
developed in the community to make it interoperable and
more widely usable. These structural instruments are seen
as a framework supporting the build-up of expertise and
competence in the community in jointly addressing needs,
seeking partners and sharing knowledge.

The NFDI-Neuro initiative has held a series of Com-
munityWorkshops (see also Ritzau-Jost and Seidenbecher,
2019) focusing on various groups involved in the process,
including individual researchers, research consortia and
providers of RDM services. Across all groups, the necessity
for a more coherent approach to tackle research data
management was recognized. Specific implementations
and guidelines were identified as potential targets for im-
provements. In addition, the workshops facilitated dis-
cussions in the community on overarching concerns, such
as measures for ensuring the quality of data records.
The process of community engagement shaped the strategy
of NFDI-Neuro, and future Community Workshops will

continuously drive the process and progress of the con-
sortium, its strategy and its activities.

Research data management strategy

The conceptual and logistical challenges of integrating
heterogeneous and complex high-volume data at all stages
of the research lifecycle, from data acquisition to data
analysis and publication, affect the individual lab but also
hinder the field at large.A substantial proportionof research
data gets practically lost when investigators responsible for
practical data generation and acquisition—often PhD stu-
dents or Postdocs—leave a lab, because metadata required
for analysis and reuse are insufficiently recorded. Likewise,
reusability in general as well as the usefulness of data and
software repositories critically depend on sufficient data
annotation and the use of interoperable formats. Various
neuroinformatics initiatives have started to tackle these
problems by creating a number of tools for data logistics
(e.g., DataLad, https://datalad.org), metadata collection
(e.g., NIDM, https://nidm.nidash.org; odML, Grewe et al.,
2011), dataformats and structures (e.g., BIDS, Gorgolewski
et al., 2016; NIX, http://www.g-node.org/nix; NWB, http://
nwb.org), data representation (Neo, Garcia et al., 2014), data
analysis (e.g., Elephant, http://python-elephant.org; Field-
Trip, https://www.fieldtriptoolbox.org; Freesurfer, https://
surfer.nmr.mgh.harvard.edu; MNE, https://mne.tools/) or
simulation (e.g., NEST, https://www.nest-initiative.org;
Neuron, https://neuron.yale.edu/). However, uptake of
these solutions in the broader scientific community is
limited. Utilizing new tools often requires technical skills
and interoperability that are rarely found in laboratory
practice. NFDI-Neuro’s strategy is to leverage these existing

Figure 1: Illustration of the role of the NFDI-Neuro common infrastructure as a technical backbone to connect providers of tools, services and data
(top), researchers indifferentneurosciencedomains (colored icons) and thebroadcommunityofusersandproviders viaasharedmarketplace (right).
The concept supports efficiency by focusing on interoperability of community resources and provides a stable foundation for collaborative work.
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resources and contribute critically missing pieces to enable
neuroscientists to improve their RDM throughout the data
lifecycle. This strategy must aim for standardization, as is
required for sharing and reuse, but must also acknowledge
the inherent heterogeneity in neuroscience, which is a
consequence of the diversity of approaches, levels of
investigation and systems studied. NFDI-Neuro therefore
takes a modular approach, establishing (a) a common
infrastructure as a compatibility layer for accessing re-
sources of the wider scientific community and (b) domain-
specific, interoperable tools and interfaces to fit into the
researchers’ familiar research environments.

Common infrastructure

The fundamental concept of the NFDI-Neuro common
infrastructure (NFDI-Neuro COIN) is to use popular com-
modity technologies and make them compatible with
ongoing research practice to transform today’s procedures
for management and publication of scientific data (Figure 1).
A core aim is to enable researchers to communicate their
study outputs on a large number of outlets without being
limited by over-simplified metadata schemata or the need to
establish specific interfaces. Scientific outputs will be avail-
able via standard interfaces and open-source tools, regard-
less of authorship and publication venue. While this is key
for making existing achievements accessible in the future,
the approach of interfacing with a plurality of interoperable
services (see Hanke et al., this issue) will also substantially
improve the resilience of today’s research infrastructure,
where too often crucial activities depend on a few key pieces
(e.g., GitHub or individual data hosting providers). This aims
to directly improve the availability of data that are described
by detailed, tightly connected metadata.

A marketplace for neuroscience research outputs

NFDI-Neuro will develop and operate a unique online
marketplace for neuroscience research output. This venue
will provide a unified, public entry point for discovering
primary and derived data, and computational models, for
potential consumers from within or outside neuroscience.

The marketplace will offer a catalog of datasets and
advertise metadata of datasets. This information will be
provided not only as a convenient website for human
consumption, but also in machine-readable form for
automated ingestion into standard industry search engines
such as Google dataset search. Importantly and unlike
other catalogs, a dataset need not be deposited in a public
repository to be included in the marketplace. Instead, it is
an expressed goal of the marketplace to also improve the
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findability of datasets that have not been or cannot be
published (e.g., privacy concerns prohibit the publication
of high-value data).

Specific areas of addressing the needs of
neuroscientists

Conceptual and practical improvements achieved by com-
munity efforts need to reach the lab workflows to be effec-
tive. Rather than trying to come up with one-size-fits-all
solutions, NFDI-Neuro’s strategy is to address the needs in a
domain-specific way, which enables utilizing already
existing building blocks in the different areas efficiently.
Interoperability is achieved through the common infra-
structure, which provides a unifying technical backbone on
which domain-specific interfaces can be created. All de-
velopments will be directed toward connecting existing
approaches and tools to the common infrastructure and
establish solutions for contributing to the neuroscience data
marketplace. In all domains, metadata standards, measures
for quality control and trainingmeasures will be established
and community support services will be provided. We
briefly summarize the developments proposed to improve
RDM in different areas of neuroscience in a coordinatedway
such that coherent and interoperable solutions arise.

Neuroimaging

InNeuroimaging, various techniques, such as CT,MRI, PET
and optical imaging, are used to image structure, function
and molecular architecture of the nervous system. Neuro-
imaging studies generate complex image data and meta-
data by using multiple modalities, for example, PET and
MRI, or variations of the same modality, such as multiple
MRI sequences yielding different contrasts, often longitu-
dinally. Moreover, imaging is commonly paralleled by the
acquisition of nonimaging data (physiological, behavioral,
etc.). Subsequent processing and analysis with advanced
computational methods generate a multitude of additional
complex derived data. Thus, neuroscientists are con-
fronted with massive volumes of multimodal, multidi-
mensional, high-resolution data, derived data and
metadata for which no overarching standards or RDM
strategies have yet been widely established.

For neuroimaging data, two major data formats exist:
DICOM (industry standard for medical imaging,
dicomstandard.org) and NIfTI (community standard for
data in ready-to-analyze/ exchange form, nifti.nimh.nih.
gov/nifti-1). However, standardization across modalities is
limited. Emerging standards for (meta)data structures

beyond device/acquisition metadata (e.g., the Brain Im-
agingData Structure—BIDS, Gorgolewski et al., 2016, or the
Neuroimaging Data Model—NIDM, nidm.nidash.org) exist
and are continuously developed. BIDS already provides a
good basis for long-term data access and reuse. However,
BIDS is primarily concerned with raw data description;
standardization efforts for derived data are still in an early
conceptual stage, and efforts to close the gap between
image and other nonimage data have just started (e.g.,
EEG-BIDS, Pernet et al., 2019).

Measures to address these challenges will focus on
standardization and integration of data from different
neuroimagingmodalities. Thiswill include thedevelopment
of standards for the formalization and annotation of data,
metadata and derived data. Image acquisition will be
automated as far as possible and will be connected with
automatic quality assurance. Processing of metadata, im-
aging data and derived data across various modalities will
be standardized to improve the accessibility of processed
data for use in larger studies, as required in AI-related
research questions and also to save time and resources
needed for converting between the existing file formats.
Standardization of processed data will also help the com-
munity in developing algorithms that can be used and
adapted easily for different research questions.

Systems and behavioral neuroscience

The field of systems and behavioral neurosciences is
characterized by large and valuable datasets of complex
and heterogeneous data. They are elaborately evaluated
for answering the original research question, but can also
address other research questions, even years after the
original experiment has been conducted. The development
of advanced methods for data processing and analysis, in
particular for the analysis of high-dimensional electro-
physiological data is paramount. What is lacking are
stringent and coherent RDM practices according to the
FAIR principles. There is a need for new strategies and
interoperable software tools to facilitate the efficient stor-
age of primary data and metadata, as well as data prove-
nance information. To allow the FAIR use of this data in
collaborative research environments, coherent data pro-
cessing and data analysis pipelines are also urgently
needed. They are crucial to facilitate transfer from data
acquisition to analysis, modeling and simulation and to
share data with other fields of neuroscience.

Measures to address these challenges will focus on the
annotation of heterogeneous data and complex data
analysis workflows for reproducibility (see Denker et al.,
this issue). This will include developing metadata
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schemata for heterogeneous data acquisition workflows,
standardized workflows for metadata aggregation and
preprocessing and descriptions for data analysis work-
flows and provenance.

Cellular and molecular neuroscience

In the past years, a development toward more multiplexed
andmore complex data has started in the field ofmolecular
and cellular neuroscience.With increasing availability and
feasibility of in vivo methods, allowing for the monitoring
and manipulation of neural activity on the single cell and
circuit level, experimenters were facing the necessity to
simultaneously monitor multiple behavioral parameters
from video or other interfaced measurement probes.
Moreover, the traditional in vivo monitoring of neural ac-
tivity data with electrophysiology and light microscopy
followed a trend toward high-density, high-frequency re-
cordings from large neural populations with single-cell
resolution. Representative examples for this trend were
volumetric calcium imaging methods such as “Meso-
scopes,” allowing for cellular resolution in vivo imaging
within entire rodent brain hemispheres.

As a consequence of these developments, researchers
were abruptly confronted with massive volumes of
multimodal and highly multidimensional datasets for
which currently no common management standard ex-
ists. Hence, to combine microscopic data with data of
other modalities, such as behavioral measures, small
animal PET, functional connectomics or electrophysio-
logical recordings, suitable data formats will be required.
Also, for efficient sharing of such complex data structures
within the community and beyond, defined metadata
standards are needed that include both technical infor-
mation and comprehensive experiment-specific informa-
tion. Moreover, analogous to challenges in preprocessing
of data from high-density electrophysiological re-
cordings, there is no standard for reproducible pre-
processing of imaging data, such as deconvolution,
source extraction or spike inference. As data sharing re-
quirements are of increasing importance, the field re-
quires a movement toward an improved data annotation
and assessment of data quality.

Measures to address these challenges will focus on
annotation, storage and management of molecular and
cellular imaging data and preprocessing procedures.
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Existing solutions for microscopy imaging data like
OMERO (https://www.openmicroscopy.org) will be uti-
lized and extended for the management of neuroscientific
imaging data. Interoperability tools will be created to
import preprocessing results. Data quality and reuse
require high accuracy during initial upload of data into the
RDM system. Inaccuracies at this early stage are hard to
correct later. Therefore, not only the detailed specification
of data and metadata to be documented will be developed
but also a web interface that supports the experimenter
during the documentation and upload process. In partic-
ular, this interface ensures the completeness and, as much
as this is possible at this point, the correctness of the data.
Criteria and procedures of this step are so designed as to
ease the migration of data and metadata to public
repositories.

Clinical neuroscience

Many of the recording techniques used in clinical neuro-
science have evolved into new dimensions by the use
of sophisticated analysis techniques. This allows for a
semiautomatic and quantitative evaluation of MRI, such as
determination of the biological age of the brain by the
Brainage framework, quantification of disease progres-
sion, localization of circumscribed brain abnormalities in
epilepsy, characterization of chemical properties of the
brain by spectroscopy and semiautomatic detection of
abnormalities in early stroke by machine learning
algorithms.

Unfortunately, data formats of the techniques
mentioned as well as metadata are dominated by a wide
variety of proprietary solutions. Usually, the data are
neither findable, nor accessible, interoperable or reusable.
Similar to the neuroimaging domain, this has restrained
the progress of research on many highly important topics,
such as consciousness and cognition, psychiatric and
neurological disorders. Only recently, a discussion on the
implementation of the FAIR principles in clinical contexts
has started. The implementation of these principles is
hampered by the necessity to care for the security and
privacy of the data and the necessity to adhere to the
General Data Protection Regulations (GDPR).

Measures to address these challenges will focus on
improving translation frombasic to clinical research and on
legal and ethical aspects in particular with regard to per-
sonal data (see Klingner et al., this issue). This will include
the development of data formats and standards supporting
the comparison between basic and clinical datasets and
integration of clinical neuroscience data from industry

healthcare systems into FAIR research infrastructure.
Furthermore, certifiable standards for workflows and IT
system designs are required that achieve an optimal bal-
ance between keeping data secure and remaining risk for
the individual low, and simultaneously enable researchers
to use personal data in compliance with GDPR.

Computational neuroscience

Computational neuroscience provides an interface be-
tween theory and most experimental approaches in
neuroscience. The resulting heterogeneity is mirrored by
the discipline’s own approaches, and stringent and
coherent RDM is essential for sustainable progress in the
field. However, RDM is currently organized on small
scales, often initiated and run by individual researchers
using repositories under version control. Scattered com-
munity services exist to collect data and models relevant
for specific aspects, such as specific reconstructed single-
neuron morphologies or network connectivity informa-
tion (e.g., the Neocortical Microcircuit Collaboration Por-
tal, Ramaswamy et al., 2015), or model simulation scripts
(e.g., ModelDB, Hines et al., 2004; OpenSourceBrain,
https://www.OpenSourceBrain.org; NeuroML, https://
neuroml.org). New developments pursued by interna-
tional initiatives are rapidly maturing to offer new tech-
nical vistas, such as the EBRAINS service catalog.
However, utilizing these services to address user demands
requires standardization and active involvement of the
computational neuroscience community.

Measures to address these challenges will focus on
three areas: First, the ability to perform robust comparisons
across different approaches used in computational neuro-
science by improving the description and interoperability
of models and their associated metadata to enable the
reproducible simulations. Second, to strengthen the ability
of computational neuroscience to relate to the wealth of
available experimental data, improving the design, instal-
lation and dissemination of modular, shareable, repro-
ducible analysis pipelines across the breadth of simulated
and experimental data and developing detailed generaliz-
able schemata to describe analysis results for reuse in line
with FAIR principles. Third, to align the highly heteroge-
neous experimental data to model outputs for rigorously
performing validation testing and to increase the explana-
tory power of models, exploring and implementing designs
for in-depthmetadata ofmodel descriptions and simulation
outputs on all levels of resolution to match those of
experimental data.
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International initiatives

Developments toward standardization and improvement
of RDM need to consider and align with activities at the
international level. The NFDI-Neuro community has close
connections with international initiatives.

The International Neuroinformatics Coordinating Fa-
cility (INCF, https://incf.org) was established in 2006 to
coordinate development in neuroinformatics at a global
level. INCF’s mission is to promote the application of
computational approaches in neuroscience and to provide
coordination of neuroscience infrastructure through the
development and endorsement of standards and best
practices in support of open and FAIR neuroscience. INCF
coordinates an international network of neuroinformatics
initiatives, fosters collaboration and offers training re-
sources. Recently, INCF has started to focus on coordina-
tion at the level of international organizations and
initiatives and on identifying, evaluating and endorsing
community standards and best practices. Given the close
connections already existing between the neuroscience
community in Germany and the INCF, INCFwill be a strong
partner for NFDI-Neuro at the international level.

The EU Flagship Human Brain Project (HBP, https://
www.humanbrainproject.eu) started in 2013 with the aim
to design and implement a platform for accelerating inte-
grated, collaborative neuroscience research. The project
developed six technological platforms for the fields of
neuroinformatics, brain simulation, high-performance
computing, medical informatics, brain-inspired computing

and neurorobotics that are currently being harmonized
into a cohesive offering to address cyberinfrastructure-

related challenges in brain science, called EBRAINS

(https://ebrains.eu). The focus of EBRAINS is the devel-

opment and maintenance of a novel digital research

infrastructure with tools and services for different user

communities in Europe. EBRAINS operates a platform and

software-as-a-service (SaaS), supporting codesign, digital

workflows, open science and translating knowledge.
The Canadian Open Neuroscience Platform (CONP)

provides an infrastructure for the promotion of open-

science workflows and the sharing of neuroscience data.

Funded by a Brain Canada grant with broad commitment

across Canadian neuroscience research institutions, CONP

supports basic neuroscience and clinical neuroscience

research communities to share phenotypic/genotypic data

and methods in an unrestricted manner, create large-scale

databases, facilitate the use of advanced multivariate an-

alytic strategies, train the next generation of computa-

tional neuroscience researchers and disseminate findings

to the global community.
DANDI is a platform for publishing, sharing and pro-

cessing cellular neurophysiology data, funded by the US
BRAIN Initiative. It aims to enable reproducible practices,
publications and reuse of data, reduce the need to contact
data producers by enriching the data with comprehensive
metadata, with the goal to build a living repository that
enables collaboration within and across labs, and for
others, the entry point for research.
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Training

Educating researchers is a key element for improving RDM.
Thus, a major task in promoting knowledge and compe-
tence in RDM throughout the neuroscience community will
be to develop and implement a coordinated training
concept. Currently, training in RDM is either not provided
at all or carried out in an ad hoc manner. What is lacking is
a well-structured solution, taking into consideration all
stages of the research education and research career.

Measures to address these challenges will include the
coordination of courses relevant to the different sub-
domains in neuroscience, developing RDMcurriculawhich
can be integrated in Bachelor and Master or doctoral pro-
grams. These shall be designed in a modular fashion con-
taining modules covering basic and more general aspects
of RDM as well as advanced courses for specific RDM as-
pects concerning the various neuroscience subdomains
and various data types or analyses. Train-the-trainer ac-
tivities and networking for colleagues who teach RDM will
complement thesemeasures, enhancing the overall quality
of RDM training.

Trainingmeasureswill be coordinated in collaboration
with the Graduate Schools for Neuroscience in Germany
(www.neuroschools-germany.com) and the jungeNWG on
a national level. On a European level, NFDI-Neuro will
cooperate with the Federation of European Neuroscience
Societies (FENS) and the Network or European Neurosci-
ence Schools (NENS).

Conclusions

We all know how challenging it is to make our data
findable, understandable and reusable. The NFDI as a
whole and NFDI-Neuro in particular are aimed at building
a network for jointly addressing RDM needs and devel-
oping solutions that will make these tasks easier.
NFDI-Neuro will be a forum for exchange and building of
expertise supporting neuroscientists in their data man-
agement efforts. In the long run, the benefits will
outweigh the investment we have to make now. Let us
together tackle this challenging task—become part of
NFDI-Neuro!
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Abstract: Decentralized research data management
(dRDM) systems handle digital research objects across
participating nodes without critically relying on central
services. We present four perspectives in defense of dRDM,
illustrating that, in contrast to centralized or federated
research data management solutions, a dRDM system
based on heterogeneous but interoperable components
can offer a sustainable, resilient, inclusive, and adaptive
infrastructure for scientific stakeholders: An individual
scientist or laboratory, a research institute, a domain data
archive or cloud computing platform, and a collaborative
multisite consortium. All perspectives share the use of a
common, self-contained, portable data structure as an
abstraction from current technology and service choices. In

conjunction, the four perspectives review how varying re-
quirements of independent scientific stakeholders can be
addressed by a scalable, uniform dRDM solution and pre-
sent a working system as an exemplary implementation.

Keywords: BrainLife; Canadian Open Neuroscience Plat-
form; DataLad; Interoperability; OpenNeuro.

Zusammenfassung: Dezentrale Forschungsdatenman-
agement (dFDM) Systeme verwalten digitale For-
schungsdatenmit mehreren Teilnehmern, ohne dabei von
einem zentralen Service abhängig zu sein. Zur Verteidi-
gung von dFDM präsentieren wir vier Perspektiven:
Einzelne Wissenschaftler, Institutionen, Datenarchive,
Analyse-Plattformen und Konsortien, die zeigen, dass
heterogene, aber auf interoperablen Komponenten
basierende dFDM Systeme, im Gegensatz zu zentralisierten
oder föderierten Lösungen, eine nachhaltige, resiliente,
offene und anpassungsfähige Infrastruktur für wissen-
schaftliche Interessensgruppen sein können. Allen ist die
Verwendung einer einheitlichen, portablen Datenstruktur
gemein, die als Abstraktion von aktuell verwendeten Tech-
nologien zum Einsatz kommt. Zusammengenommen zeigen
diese Perspektiven beispielhaft anhand eines in der Praxis
verwendeten Systems, wie vielfältige Anforderungen unter-
schiedlicher Interessengruppen durch eine skalierbare dFDM
Lösung adressiert werden können.

Schlüsselwörter: BrainLife; Canadian Open Neuroscience
Platform; DataLad; Interoperabilität; OpenNeuro.

Introduction

Research data management (RDM) is an increasingly
important topic for individual scientists, institutions, infra-
structure providers, and large-scale research collaborators.
This shift in attention is driven by ethical considerations,
threats to the trustworthiness of research outputs, and the
desire to maximize the impact of publicly funded research.
Generic, large-scale storage and computing infrastructure
has existed internationally for a considerable time. Yet, the
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apparent lack of fit for domain-specific or regionalized data
exchange and publication use cases has motivated a large
number of localized, domain-specific developments or de-
ployments of RDM solutions. These emerging solutions
address some of the immediate needs, in part motivated by
the increasing enforcement of minimum RDM standards by
funding agencies. Yet as of today, the lack of infrastructure
allowing interoperability across RDM systems still limits the
potential impact that the research data can make to science
and society.

This problem can be addressed by establishing a
network of interoperable but independently governed and
funded services that jointly form a decentralized research
data management system (dRDM). Such a system makes
digital research objects available across a network of
participating institutions and investigators for publica-
tion, query, retrieval, backup or archive, and collaborative
evolution. Importantly, this is achieved without critically
relying on central services, thereby offering a high level of
resilience against any failure of individual network com-
ponents, including technical errors, but also institutional
failure like discontinued funding.

Two primary models of decentralization can be
distinguished: (1) A federation, where a single technology
is utilized across partner sites, to provide a homogeneous
solution, and (2) interoperability, where multiple technol-
ogies are used across partner sites but integrated into a
single but heterogeneous set of components. On the one
hand, the federation model dramatically simplifies the
technical challenges. Simplicity comes at a cost though, as
it constrains all partner sites to the deployment and
maintenance of a single (homogeneous) software solution
that might be suboptimal for many partners; a “one-size-
must-fit-all” problem that can limit the type of partners
involved in the federation. On the other hand, the inter-
operability model allows decentralization based on a
network of heterogeneous software solutions. Each
participant site is free to employ the optimal, site-specific
solution avoiding the challenges and limitations of a “one-
size-must-fit-all” approach. Though in such a system the
challenge is shifted to establishing effective interopera-
bility between the different technologies employed.

Arguably, the interoperability model is more flexible
and inclusive as it allows amore diverse set of partner sites
to participate. More importantly, the interoperability
model can improve the widespread application and resil-
ience of dRDM. For example, established analysis and
deploymentworkflows at each site can stayworking,while
interoperability with other sites can be established in
parallel, for those projects requiring it, rather than
requiring disruptive infrastructural changes that can
simultaneously impact multiple laboratories or re-
searchers. In the following, we present four perspectives

on the utility of this type of dRDM. All four share a common
principle: the use of a uniform data structure as a common
denominator that facilitates independent development of
software adapters to instruments and services that enable
interoperability and data flow between all relevant infra-
structure components and participants. While various
standards and implementations of such data structures
exist (e.g. BagIt, Kunze et al., 2018; Frictionless Data
Package, Walsh et al., 2017; or Dat, McKelvey et al., 2020),
all presented perspectives share the use of DataLad’s
datasets (Hanke et al., 2020) as key technology choices.
This particular implementation is a domain-agnostic
lightweight data structure that offers joint version con-
trol capabilities for code and data (based on the industry
standard Git, git-scm.com), supports arbitrarily structured
metadata, and is capable of tracking the identity and
availability of dataset components via the git-annex soft-
ware (Hess, 2020) without requiring universal data access
or actually containing the file content. This makes it
possible to construct a dataset as a standardized overlay
data structure which references content in heteroge-
neously organized data portals or databases. Moreover, it
does not hide or bypass existing institutional access pro-
tection mechanisms and leaves authorization procedures
in the responsibility of the data owners (see Figure 1).

dRDM perspective: one laboratory
or researcher

From the perspective of individual researchers, their labo-
ratories, and collaborators, dRDM can improve day-to-day
operations and make them robust against disruptive
infrastructural changes. If data are uniformly accessible
regardless of their storage location, scientists can orches-
trate collaborative workflows and access not only to the
data collected locally but also from external (public) re-
sources in a streamlined fashion. Moreover, researchers
utilizing a dRDM model can ensure consistent and robust
data management across local and institutional informa-
tion technology (IT) environments. For example dRDM
makes it trivial to deploy a processing script from a local
copy of data within the laboratory to a larger scale version
of the data hosted in a datacenter. And asmost researchers,
in particular at early career stages, frequently move their
workplace to different institutions (Guthrie et al., 2017), the
benefits of this feature extend beyond a single workplace.
When research agendas comprise a longer time frame, such
that an employment change does not necessarily imply a
fresh start and the discontinuation of previous projects, the
potentially substantial and disruptive transition to a new
institution and IT environment can be alleviated or pre-
vented by a dRDM-based system.
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Without dRDM, and depending on the magnitude of
the differences between IT systems and policies, the
necessary changes can be severe. Consider, for example,
a transition from an environment with ample storage and
shared computing resources, to aworkplacewithminimal
local resources, but an institutional cloud storage service
account. Before, all data holdings were accessible with
low latency as if stored on a single big hard drive.
Computing resources had direct data access, and analysis
scripts could reference the desired data by (hardcoded)
paths. After the transition, scripts cease to work because
there is no local storage resource large enough to hold
all data for analysis. Instead, additional, service-specific
software has to be used to pull required data from the
cloud and deposit results into the cloud. Essentially
all analysis implementations of the past have to be
manually adjusted to work in the new environment,
an error-prone process that in itself is a threat to the
reproducibility of results.

Using a common data structure as an abstraction of an
analysis environment has the potential to substantially
ease such transitions. In the case of a DataLad dataset, it is
possible to comprehensively include all components of a
compute- or data-intensive analysis in a single, version-
controlled unit. This includes input data of any number
and size, analysis code in any programming language, and
even complete computational environments in the form of
software container images. The dataset offers an intuitive
application programming interface (API) for data access
that hides the peculiarities of a particular IT environment
and enables the development of analysis codes with
improved portability properties. For example, a particular

input file for an analysis can be referenced using a simple
local path, relative to the root path of the analysis dataset:
input/datasetA/file1.dat. An analysis script that requires
this file can ensure this by executing the shell command
datalad get input/datasetA/file1.dat. Importantly, the
analysis script does not need to reflect that datasetA, which
contains the file of interest, is a different modular data unit
that is presently hosted on a particular storage service.
Consequently, the analysis script does not need to be
adjusted whenever the availability of datasetA changes
because it has been transferred to a different institution.
Instead, the DataLad software can be centrally configured
to look for datasets, identified by a globally unique iden-
tifier and a precise version, at a different or additional
location. Given that the data structure also allows for
change tracking, it is possible to retrospectively discover
how data were manipulated, improving the transparency
and reproducibility of conducted projects.

For an individual researcher or laboratory, the barrier of
entry into such a system is low. With no confinement to
external services or file types, a scientist can transitionnewor
existing projects into a commondata structure independently
and can typically achieve this without assistance, additional
infrastructure, or project structure change. Nevertheless, the
adoption of a common data structure such as DataLad’s
datasets implies the necessity to acquire additional expertise,
e.g. from documentation, user training, or tutorials, and also
an individual’s interest in doing so. Efforts such as Repro-
Nim’s (repronim.org) webinars, teaching resource collec-
tions, and teaching fellowships, or in-depth, user-focused
documentation formats such as the DataLad Handbook
(Wagner et al., 2020) facilitate this.

Figure 1: A common, portable data structure allows establishing interoperability between diverse participant sites.
Left:A commondata structure can serve as a uniform abstraction layer to interface any number of commercial or institutional storage services,
whichmay be centralized or federated systems. Right: The portable nature of the data structure facilitates data exchange between archive and
compute services, as well as collaboration among individual researchers or formal consortia. Moreover, it provides institutions with the
flexibility to evolve their infrastructure without needlessly impacting scientific workflows.
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dRDM perspective: a research
institute

Like individual laboratories or researchers, research in-
stitutes also exist in a volatile environment. It is in their best
interest to provide their scientists with the latest technologies
to maximize their competitive advantage, boost research ef-
ficiency, and consequently increase the attractiveness and
reputation of a research environment. However, the desire to
quickly adopt new technologies has to be counterbalanced
with the need to keep the cumulative cost of legacy infra-
structure and procedures at a manageable level. This is
compounded by the fact that institutions are generally
responsible for guaranteeingacertain level of longevity for all
research outputs, for example, the retention of research data,
typically for at least a decade.

For the same reason as for individual researchers or lab-
oratories, readiness for future infrastructure transitions, it
makes sense for research institutions to utilize a portable,
common data structure as an abstraction layer for RDM oper-
ations. The key feature of data structures, like DataLad’s
datasets, is that theypresent researcherswitha familiar view, a
project directory on a filesystem, and internally translate re-
quests for data by location (i.e. afile path) into requests for data
by identity (i.e. a UUID or a checksum). This represents a
powerful paradigm shift, as it enables future modifications of
the content lookup and retrieval without changing the user/
research-facing data representation.

The Institute of Neuroscience and Medicine Brain &
Behaviour (INM-7) of the Research Center Jülich uses
DataLad datasets not only to manage access to large-scale
neuroimaging datasets, like the UKBiobank (Miller et al.,
2016), or the Human Connectome Project (HCP, van Essen
et al., 2013), but also as a system to archive completed
projects. Institute members can discover all managed
datasets via a collection that is maintained as a DataLad
superdataset (a dataset comprising a versioned collection
of datasets) hosted on a local GitLab (gitlab.com) instance.
Independent of the hosting choice of the original data
provider, institute members can access any data file by
requesting it through the institute’s dataset collection, as
described above. File access permissions are managed
either directly by the respective data owners (e.g. each HCP
user obtains their own credentials from the HCP con-
sortium) or by controlled access to local downloads of
restricted datasets (e.g. dedicated access group for signa-
tories of the UKBiobank data usage agreement). Impor-
tantly, data access procedures remain uniform and fine-
grained, regardless of whether an analysis is developed on
a student’s laptop or is computed on the institute’s cluster

system. This RDM setup also facilitates the ad hoc usage of
resources at the Jülich Supercomputing Center (JSC).
Institute staff can stage individual data resources on the
JSC storage systems, and the DataLad software can trans-
parently obtain dataset content on this independently
operated resource without requiring individual adjust-
ments of datasets, or analysis scripts. When a study is
completed and archived, its DataLad dataset, including the
incorporated study metadata, remains fully discoverable
and accessible through the institute’s dataset collection.
However, file content can be administratively moved from
fast and expensive “hot” storage to higher latency bulk
storage, and eventually onto tape backup systems, all
without structurally impacting dataset access for institute
members. Combined with data access statistics, this flexi-
bility allows institute staff to maintain an optimal
compromise of data access latency and storage demands
without individual user negotiations.

dRDM perspective: a domain data
archive or computing platform

Domain data archives seek to provide high-reliability
datasets access to all authorized researchers, with a sec-
ondary mandate to ensure that publicly funded data are
findable via internal search or external indexing. Archives
treat datasets as a natural unit of organization, and the
necessary considerations are ingress, validation and met-
adata extraction, storage, publication, and egress. By
adopting common data standards coupled with ingress
and egress validation mechanisms, an archive team can
focus development efforts on the key tasks of ensuring data
access, availability, and findability.

For example, OpenNeuro (Gorgolewski et al., 2017) is a
public neuroimaging data repository. Rather than imposing
its own schema to which submitters must adapt their data,
the archive adopted the community-developed Brain Imag-
ing Data Structure (BIDS) standard for data organization and
metadata (Gorgolewski et al., 2016). To assure reliable data
access, and to serve thewide community of users, the archive
relies on commercial infrastructure and uses Amazon Web
Services to host the web interface and the Simple Storage
Service (S3) to host the data. However, to ensure the long-
term availability of the data, it requires a data model that is
not tied to any specific vendor, hosting platform, or tech-
nology. In addition to the data model, OpenNeuro also
desired making data available through generalized, stable
interfaces independent of a particular storage platform or
vendor. Consequently, the archive adopted DataLad to
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represent datasets internally (within the archive). This choice
enables data change tracking and a common protocol for
data egress (i.e. Git combinedwith git-annex). Data ingestion
is also facilitated by DataLad. When a dataset is submitted to
the archive, a DataLad dataset is created and binary files with
imaging data are annexed. The dataset owner makes at least
one “snapshot” to mark the dataset as complete and then
publishes it in the archive. When the dataset is published, all
files are uploaded to S3, and the URLs provided by S3 are
associated with the annexed files. Finally, the DataLad
dataset is published to a GitHub repository, to allow find-
ability by other researchers even beyond the OpenNeuro
Archive. The use of high-availability, permissive, third-party
services ensures data are accessible even if the primary
website suffers from downtime. At the same time, the data
model does not depend on either service and can be ported to
other services as new technologies emerge.

Version control and persistent identifiers are central
features of the OpenNeuro data model. Datasets may
change over time as new data are added or metadata is
updated, and analyses of a dataset depend critically on the
state of the dataset at the time of analysis. Dataset snap-
shots are represented as Git tags, allowing analyses to refer
to the version of the dataset used via its version number (as
opposed to by checksum). In addition, data object identi-
fiers (DOIs) are issued for each snapshot of the dataset,
ensuring that the particular version of the dataset may be
cited in publications and facilitate the reproduction of
analyses.

The use of DataLad and the published datasets onGitHub
allowsOpenNeurodatasets tobeavailablebeyond thearchive.
A variety of computational systems even without direct inter-
action with OpenNeuro can reference and access the datasets.
For example, a researcher interested in developing a new
analysis method might test the code during development on
their personal computer by fetching an OpenNeuro dataset for
testing or validation. The same researcher can then run a
scaled-up version of the analysis on a high-performance
computing cluster, which may host OpenNeuro datasets in a
centralized location within a datacenter with minimal effort,
simply reusing the data model and DataLad version tracking
mechanisms. Finally, a cloud-based computational platform
may expose OpenNeuro datasets to its users to increase data
availability and enhance the general utility of the services
offered.

As datasets are published and accumulate in one
or several accessible repositories, new opportunities emerge
for data aggregation and reuse across datasets (Avesani
et al., 2019). Common metadata standards are essential
to effectively harmonize data from multiple sources

and enable research questions at scales previously imprac-
ticable. Furthermore, a common data standard can facilitate
the aggregation of data frommultiple sources. The effective
separation of metadata (Git) and data (git-annex) is a key
feature of the DataLadmodel that ensures that themetadata
can be made accessible even when there are legal and
ethical barriers to openly sharing data. It is thus becoming
possible to develop tools to aggregate data from multiple
providers without requiring an explicit effort from those
providers. The dRDMmodel breaks some of the barriers and
facilitates aggregation, curation, and upcycling data,
allowing central archives such as OpenNeuro to act as
stewards rather than gatekeepers.

Key partners that can be effectively served by the
proposed dRDM model are cloud computing platforms.
BrainLife (brainlife.io) is one of the most recent open and
publicly funded platforms developed with the goal to
serve researchers facilitating access, sharing, or reuse of
data processing methods. The code implementing the
data processingmethod can be submitted to BrainLife and
registered as a web service (an App). The BrainLife plat-
form allows automated tracking of the analyses execution
and orchestrates data processing on diverse compute re-
sources via a convenient graphical web interface or
command line interfaces. BrainLife is not meant to be a
data archive but a registry for reusable processing methods
used in published scientific articles. The computational
platform is compliant with the BIDS data standard so as to
facilitate users’ data ingress and egress. Recently, the Brain-
Life team has used DataLad to connect the platform users
with hundreds of BIDS-compliant datasets that are made
publicly available as DataLad datasets. BrainLife uses Data-
Lad to offer automated import “with the push of a button” of
datasets that users have published on a variety of public
archives. BrainLife benefits from the dRDM standardization
in two ways: (1) Metadata standardization enables automatic
identification of relevant dataset components, extraction of
keydataproperties, andmatch-makingof applicable analysis
implementation against available data types, and (2) the
abstraction of data transport logistics provided by DataLad’s
datasets enables BrainLife to automatically obtain (pull) data
files from the original providers, for example, from Open-
Neuro, avoiding manual access to each data archive. Taken
together, BrainLife is an example of a highly accessible
computing platform that translates the potential of a dRDM
system to the immediate computing needs of researchers, by
connecting to independent standardization efforts without
suffering from the need to continuously adjust to imple-
mentation changes in a large number of data portal and
metadata access APIs.
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dRDM perspective: a collaborative
multisite consortium, the Canadian
Open Neuroscience Platform

The need for data sharing across institutions and states is
fueled by the requirement of large sample sizes to enable
well-powered and generalizable studies and for distributing
the cost of data acquisition across sites. These large consortia
generally opt for centralized data hosting, which simplifies
data harmonization and management. However, large
numbers can also be achieved through many independently
acquired datasets that have the potential to better represent a
more diverse population, an important factor for the con-
struction of biomarkers. The Canadian Open Neuroscience
Platform (CONP) is a consortiumaiming for this goal andwas
funded in part to share neuroscience datasets across Canada
within a comprehensive ethical and legal framework,
establishing a repository of data implementing the Findable,
Accessible, Interoperable, Reusable (FAIR) principles (Wil-
kinson et al., 2016).

While the central CONP data portal (portal.conp.ca)
could have been only a set of links pointing to original
infrastructures, thiswouldnot have given direct data access
across datasets and would have been of limited utility for
information aggregation. On the other extreme, centralizing
data would have been infeasible. Critically, ethical or
institutional policy requirements would have prevented
transferring data to a central data storage for a number of
datasets that are presently accessible on the platform. To
keep the governance of datasets local, the CONP needed to
adopt a distributed solution, while still making the data
accessible directly through a single portal.

Adopting a portable, common data structure, like
DataLad’s dataset, as an abstraction provided the CONP a
shared and centralized space for distributing the metadata,
while keeping the links to the original data locations.
Metadata descriptors implemented using the DAta Tag Suite
(DATS) model (Sansone et al., 2017) are incorporated in the
centrally hosted dataset Git repositories, while original raw
data are hosted on diverse platforms (OSF.io, Zenodo.org,
Loris.ca, Braincode.ca, and others). The CONP uses a crawler
to discover datasets on external services, like OSF or Zenodo,
and builds a minimal DATS model for each dataset to make
these data findable and accessible through the CONP portal.
This offers a simple procedure for researcherswho bothwant
to share data in a general repository but alsomake these data
discoverable in a neuroscience specialized portal.

Presently, CONP users must access datasets exclusively
using the DataLad software. This imposes requirements,
such as the necessity to deploy the software for any con-
sumer. However, not all data consumption scenarios require

that each participant operates a full-featured node of the
dRDM system. Consequently, the CONP is working on
convenient export functionality, such as an in-browser
dataset downloader, to lower the technical threshold for
interaction with its users. Because such a solution relies on
standardized data access records, it can also be used by any
other project using the data structure for dRDM.

Conclusions

As illustrated by the four perspectives presented here,
dRDM, built on a common, portable data structure that
enables uniform access to all relevant commercial and
institutional data services, is a flexible model that can
scale frompersonal computing environments to individual
institutions, all the way to large-scale collaborations in
multisite consortia. The inclusive nature of this RDM
approach that avoids one-size-must-fit-all prescription of
centralized or federated services is suitable for introducing
RDM standards and procedures in heterogeneous fields of
endeavor. Consequently, it has also been selected as a
strategic component of the NFDI Neuroscience initiative, a
consortium that aims to consolidate neuroscience RDM in
Germany along these lines.

Using the DataLad software and its datasets as an
exemplary implementation of a common portable data
structure, it is possible to curate andmaintain unified data
distributions collating data from the wide range of data
providers. One such distribution is datasets.datalad.org,
which currently provides a single point of entry for public
or authenticated access to over 5,000 DataLad datasets
covering over 200 TBs of neuroscience research data from
hundreds of archives, initiatives, or individual labora-
tories. Among others, this collection also includes the
superdatasets for CONP andOpenNeuro and through them
provides access to all datasets managed by the respective
entities. In turn, this collection is used by BrainLife to
automatically discover datasets that can be processed on
its platform.

Standardizing on a technology implies a substantial
risk and installs a single point of failure in a complex
system.However, standardization of core components also
limits the variability that subsequent developments need
to consider and ultimately enables more progress to be
made with the same finite resources. In the case of Data-
Lad, risks are introduced by three components: two small-
scale developments (DataLad, git-annex) and the version
control system Git. Git is a globally adopted industry
standard. The chance of a technology failure without
an adequate mitigation opportunity can be considered
minimal. Both DataLad and git-annex build on Git, adding
only documented, plain-text data structures to the content
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managed by Git. In the case of catastrophic failure
(discontinuation of the development), the interpretability
of data contained in these structures is unimpaired.
Moreover, both software components are openly devel-
oped (public code history, issue tracker, support channels)
and are available under recognized free software licenses
(MIT, Affero GPL), such that continued maintenance by a
third party can be considered feasible. This use of general-
purpose protocols and technologies makes it possible to
present scientific data in a readily usable formon platforms
and forums, such as GitHub, that are used by a large
audience of nonresearchers, thereby dramatically
increasing the exposure of publicly funded research
output, and successfully utilizes them for improving the
capabilities and resilience of global dRDM.
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Reproducibility and efficiency in handling
complex neurophysiological data
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Abstract: Preparing a neurophysiological data set with the
aim of sharing and publishing is hard. Many of the avail-
able tools and services to provide a smooth workflow for
data publication are still in their maturing stages and not
well integrated. Also, best practices and concrete examples
of how to create a rigorous and complete package of an
electrophysiology experiment are still lacking. Given the
heterogeneity of the field, such unifying guidelines and
processes can only be formulated together as a community
effort. One of the goals of the NFDI-Neuro consortium
initiative is to build such a community for systems and
behavioral neuroscience. NFDI-Neuro aims to address the
needs of the community to make data management easier
and to tackle these challenges in collaboration with
various international initiatives (e.g., INCF, EBRAINS).
This will give scientists the opportunity to spendmore time
analyzing the wealth of electrophysiological data they
leverage, rather than dealing with data formats and data
integrity.

Keywords: FAIR; NFDI; open data; research data man-
agement; systems neuroscience.

Zusammenfassung: Die Aufbereitung eines neu-
rophysiologischen Datensatzes mit dem Ziel, ihn zu teilen
und zu veröffentlichen, ist schwierig. Viele der verfügbaren
Werkzeuge und Dienste für einen reibungslosen Ablauf
einer Datenpublikation sind noch im Entstehen und nicht
gut integriert. Außerdem fehlen Handlungsempfehlungen
und konkrete Beispiele für die Publikation eines voll-
ständigen Datensatzes aus elektrophysiologischen Expe-
rimenten. Angesichts der Heterogenität des Feldes können
solche einheitlichen Richtlinien und Prozesse nur
gemeinschaftlich formuliert werden. Eines der Ziele der
Konsortiumsinitiative NFDI-Neuro ist es, für die System-
und Verhaltensneurowissenschaften eine solche Gemein-
schaft aufzubauen. NFDI-Neuro will die Bedürfnisse dieser
Community für ein verbessertes Datenmanagement auf-
greifen und in Zusammenarbeit mit verschiedenen inter-
nationalen Initiativen (z.B. INCF, EBRAINS) angehen und
lösen. Hierdurch bleibt den Wissenschaftlern in Zukunft
mehr Zeit zur Analyze ihrer reichhaltigen elek-
trophysiologischen Daten, anstatt sich mit Datenformaten
und Datenintegrität befassen zu müssen.

Schlüsselwörter: FAIR; NFDI; offene Daten; For-
schungsdatenmanagement; Systemneurowissenschaften.

Introduction

Neurophysiology may be considered one of the most
common approaches in neuroscience to gain an under-
standing of the internal processes that underlie neuronal
information processing by examining neural activity at
various scales of observation. The technique profits from
constant technological evolution of recording techniques
that enable ever more intricate experimental designs to
investigate neuroscientific questions. Although our
growing insight into neuronal computation is manifested
in the development of increasingly realisticmodels of brain
dynamics through simulation and theory, electrophysi-
ology arguably continues to provide the most valuable
experimental counterpart upon which the process of cross-
validation is based.
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However, the new opportunities offered by the rapid
technological and conceptual developments during the
last decades do not come for free. The increase in
complexity of modern-day experimentation is mirrored in
an intricate pool of data, resulting from various hardware
and software components built by industrial manufac-
turers or in-house workshops, and combined in versatile
ways to enable novel experimental designs. The amount of
experimental skill, time, and creativity that enters such
experiments leads to a situation where the protocols con-
ducted in individual labs are to a large extent unique to the
respective research group. In order to describe such ex-
periments at a level of being reproducible (Denker and
Grün, 2016; Plesser, 2018) and the resulting data becoming
practically findable and reusable by other researchers, as
stipulated by the FAIR principles (Wilkinson et al., 2016;
see also Wachtler et al., this issue), there is a substantial
conceptual difficulty in documenting data acquisition and
postprocessing at minute levels of detail due the inherent
heterogeneity and complexity. Moreover, in the absence of
automatization, as typically associated with more stan-
dardized processes in science, the costs for a thorough
description of the recorded data seem prohibitive. There-
fore, the intricate nature of this heterogeneous data
bundle, together with the need to integrate all data into a
form that is suitable for the anticipated analysis, leads to
situationswhere scientists come upwith ad-hoc and highly
customized data analysis solutions. This is not only time
consuming and inefficient but also error prone and hardly
reproducible.

The increased complexity of experimentation is a
challenge for organizing the data, and it also amplifies the
urgency to conceptualize and implement better solutions
of data management. Firstly, while data from electro-
physiology have always been considered particularly
precious, given the amount of invested resources (time,
money, and animal life), the richness and complexity of
modern experiments further increase their value by
expanding the number of possible scientific questions
that can be addressed by a single data set. Indeed, the
primary use of the original experiment often leverages
only a small part of the full potential of the data. In
consequence, data sets may be of relevance for research
questions a long time after the original recording and for a
large audience, which makes it infeasible for the original
experimenters to guide and check that data are handled
appropriately. Such scenarios include the notorious case
of the PhD student leaving a research group without

providing sufficient information about the recorded data
and the preprocessing and postprocessing steps applied
to them during the PhD project. Another case is the situ-
ation where data are analyzed in parallel by a number of
laboratories applying different methods and having
different research questions with the aim to synergize
their findings, like in a collaboration between an experi-
mental and a theoretical lab. For the exchange of results
and findings, these partners need to have a consistent
description of the data. Even beyond the initial use of a
data set within a laboratory and among their collabora-
tors, more andmore scientists embrace the idea ofmaking
their data publically available, recognizing not only the
added attention and appreciation that well-curated data
are generating for the experimentalist, but also the
increased efficiency for progressing science and the po-
tential to create new research questions.

Despite all of these suggested merits of striving to
handle and manage electrophysiology data in a more
optimal fashion, we perceive that reality is far from the
ideal situation where all of the essential, cumbersome
housekeeping of acquired data is automated and the
description of the experiment can be saved with the pro-
verbial click of a button. Yet, the topic of data handling is
currently erupting in a burst of activity in the field of
(neuro-)informatics. Nevertheless, we still observe a pre-
vailing gap between the design of emerging tools, services
and processes, and their implementation in concrete
experimental settings that are helpful for experimentalists.

The anticipated NFDI-Neuro consortium therefore
considers its task to communicate between the world of
computer science and neuroscience and to enable the
neuroscience community to make better use of the existing
tools and services. On the other hand, NFDI-Neuro also
supports the neuroscience community to link its estab-
lished data acquisition and postprocessing workflows to
existing tools and to identify lacking tools, processes, and
guidelines. The heterogeneity of the data and experimental
approaches in the neuroscience community demands to
base discussions on concrete examples and build on ex-
periences. NFDI-Neuro considers the establishment of such
an exchange to be a primary goal for its activities sur-
rounding electrophysiology.

To stimulate such a discussion, we report here on
current challenges, solutions, and shortcomings as we
encountered them in our research routines (e.g., Zehl
et al., 2016) and during efforts to publish an experi-
mental data set consisting of spiking activity and local
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field potentials of a macaque monkey performing a
motor task (Brochier et al., 2018). We will outline the
experiences we had in curating such a data set, ranging
from dealing with a collaborative environment con-
sisting of multiple labs, up to an ongoing and dynamic
data acquisition process established over the course of
years, and the need to publish and easily maintain data
in an accessible format.

Considerations when curating
electrophysiological data sets

Adoption of any type of data management workflow
should ideally disrupt the research workflow only mini-
mally and require only little attention of the researcher.
One of the most rewarding strategies is therefore to select
data curation procedures that remain constant, consis-
tent, and mostly automated. Given the unpredictable
nature of the research process, it may, however, be
tempting to design the data curation process “on the fly”
as the experiment is being set up. However, anticipating
the future use of the data can help guide design decisions
early on, which expedite the establishment of a stable
data curation pipeline. This includes the consideration of
the perhaps most challenging scenario from the start:
sharing data with strangers. By design, this approach will
help to perceive the process of data acquisition from the
perspective of a data consumer (e.g., the remotely
analyzing scientist) not the data provider (i.e., the
experimenter). Such considerations will address a di-
versity of issues such as making the data and corre-
sponding metadata available in formats independent of
specific programming languages, avoidance of idiosyn-
cratic software codes, and favoring easily comprehensible
data descriptions over those present in the original
hardware and control software implementations.

For example, if data are provided as “raw” (or primary)
data, representing directly the output of the recording
setup, users accessing these data need to understand the
specific data structure or, equivalently, require specific
software for reading the data. While this is conceptually a
feasible approach, in practice, it may often fail even at the
level of reading the raw binary data since codes for reading
the corresponding file formats often differ in the various
programming languages and rarely receive professional
maintenance and thorough testing. When it comes to

interpreting the data contained in these raw files, matters
tend to become evenmore difficult. For example, in typical
recordings, raw data contain only certain marked events in
time, such as events indicating the start of a certain
experimental trial or the time point of a stimulus presen-
tation. Uniquely identifying and describing trials, howev-
er, is a long way from these marked events. For example, it
may involve the need to interpret the type of a given trial
based on subsequent events, in case alternative stimuli,
manipulations, or behaviors are possible. It may also
involve the interpretation of the performance in a trial
based on separate behavioral measurements, e.g., reaction
time. Ultimately, each trial must be labeled by an infor-
mative identifier that is based on this information and that
supports the implementation of the planned analysis of the
data. Finally, the outcome of these preparatory steps per-
formed on the primary data (e.g., the resulting trial iden-
tification) needs to be completely consistent for any user of
the data; otherwise, the comparison of the results of the
different variations of data analysis is not reliable and will
be reduced to an act of belief.

A second aspect to consider in developing the data
curation workflow is that data are ideally made available
for initial inspection soon after the first recordings are
performed and should then already resemble the antici-
pated final output structure. Failure to analyze the data set
early on bears the danger that potential shortcomings in
the data are not noticed at an early stage. However, starting
the data analysis using ad-hoc and makeshift solutions
may prevent the later adoption of a more rigorous data
management concept for those projects, for example,
because they might not be not backward compatible. In
such a situation, scientists who rely on such initial solu-
tions might therefore not profit from future adjustments in
data acquisition or postprocessingworkflows, for example,
to account for adaptations in postprocessing parameters or
to incorporate additional descriptive metadata that were
previously not considered.

Adopting the view of the naïve data consumer and the
resulting need of a rigorous, comprehensible, and unam-
biguous data output, it became clear that both a defined
process for data acquisition and postprocessing, as well as
stable tools to implement corresponding standards in
support of this process, are required (see Figure 1). The
need for early access to the processed data, while allowing
adjustments to the process as the experiment progresses,
further indicated that going from the raw recorded data to
the resulting processed data packagemust be reproducible
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at any time. As described in Zehl et al. (2016), such an
approach requires – as much as possible – an automated
way of building both the skeletal structure of data and
metadata for the complete experiment and filling this
structure with a particular data set. Such a generating
process is able to produce a complete and consistent data
package that is robust with respect to subsequent struc-
tural changes during the lifetime of the experiment, i.e., in
case the data structure or specific parts of the metadata
descriptions need to be adjusted.

While the implementation of such a process for data
curation ultimately leads to a well-documented data set,
designing this workflow is laborious when performed from

scratch, since it requires the researcher to consider the
design decisions of the process in minute detail. Yet, while
experiments differ, individual parts of this curation work-
flow can most likely be singled out and used for multiple
experiments as easily adaptable building blocks. Sharing
and reuse of such components of data curation workflows
are therefore key elements to facilitate researchers to pro-
duce comparable, complete, and versatile workflows in
reasonable time before starting the experiment and thus
enable a more structured way to implement the data
curation process. The work programme of NFDI-Neuro
supports this process by establishing mechanisms for re-
searchers to share their data acquisition, postprocessing

Figure 1: Data acquisition and postprocessing workflows simplify the process of preparing data for analysis, collaboration, and sharing. Data
and metadata recorded in electrophysiological experiments are typically distributed across multiple disconnected files and stored in various
proprietary and custom file formats. Development of standardized components for processing the recorded data based on common standards
for data organization, shared ontologies and terminologies for metadata, and high-quality community tools leads to a comprehensive data
representation that facilitates collaboration and fast publication via repositories. Top image modified from Zehl et al., 2016 (licensed under
CC-BY).
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and analysis pipelines, to identify commonalities, and to
produce common components for building individual data
acquisition pipelines.

Metadata

When it comes to the underlying tools and services that
enable such a data curation process, luckily the field is in a
more advanced position. A first challenge we facedwas the
high degree of data fragmentation and descriptive meta-
data in the form of different files and file formats that need
to be bundled for proper data curation. Here, the open
metadata markup language (odML) offers an easy
approach to adopt a machine readable and fully flexible
data model that supports structuring and storing such
metadata (Grewe et al., 2011). In this way, the wealth of
details related to the experiment and each data set could be
exposed to collaborators in an easily understandable
manner. Still, the design of the actual metadata hierarchy
for a particular experiment is a challenge, in particular in
absence of standardized vocabularies or ontologies that
suggest, based on prior experience, what metadata to re-
cord and how to label them.

More andmore efforts are beingdrawnup to alleviate the
problem of metadata organization and storage. These are in
part proposed by data repository providers where metadata
help inmaking data sets discoverable and interpretable, e.g.,
the CRCNS database (Teeters et al., 2008; http://crcns.org),
EEGBase (Papez andMoucek, 2013), GIN (https://gin.g-node.
org), or detailedmetadata schemas that are developed as part
of the EBRAINS curation service (https://ebrains.eu/service/
share-data), such as openMINDS to describe high-level min-
imal metadata (cf., https://github.com/HumanBrainProject/
openMINDS). Also, for more in-depth metadata describing
further experimental details, efforts have started to pool and
harmonize metadata templates for different experimental
aspects like hardware components, experimental paradigms,
and measurement techniques (cf., e.g., Bower, 2009). The
emerging terminologies are commonly based on community
contributions and published work, such as the G-Node ter-
minologies (https://terminologies.g-node.org/), Neuro-
Electro (Tripathy et al., 2014; https://neuroelectro.org/),
ontologies, and terminologies provided as part of the NIF
information framework (Imam et al., 2012; https://neuinfo.
org/). In part, metadata schemas inspired by computational
neuroscience are equally relevant for neurophysiology, e.g.,
NeuronDBandModelDB (Hines et al., 2004; https://senselab.
med.yale.edu/neurondb).

One of the main goals of NFDI-Neuro’s task area for
electrophysiological data will be to work toward making
these resources interoperable and easy to integrate into
a detailed data acquisition and postprocessing work-
flow already at the planning stage of the experiment.
For this, we envision that components of the workflow
provide automatic metadata for stereotypical processing
steps and assist in finding appropriate metadata de-
scriptions for those parts of the curation workflow
that require customization with respect to the specific
experiment.

Data formats

The next question we encountered was that of choosing a
data format in which the final data packet would be
available. Typically, recorded data are stored in files, often
using a file format specified by the manufacturer of the
recording system. The researcher is then presented with
two possible scenarios:
(1) The shared data files are left untouched and are

accompanied by a piece of code that loads these data
and metadata in accordance with the experiment.

(2) Alternatively, a new data file is created that contains
the annotated and curated data and metadata in a
standardized format.

Either option has advantages and disadvantages. In the
first scenario, data duplication is minimal, an important
factor for experiments generating large quantities of data.
Moreover, keeping the original data minimizes the risk of
potential errors in moving data from one representation to
another. On the downside, the recipient of the shared data
will be presented with a proprietary data format that re-
quires a highly customized loading routine. Such loading
routines are in danger of becoming outdated over time and
rarely receive testing by a larger community to prevent
errors. In the second scenario, this danger can be pre-
vented by supplying the data set in a standardized format
that is read by well-tested and maintained loading code
that tends to be more stable over time.

More importantly, the second scenario has two further
advantages. First, a common standard data file format will
simplify the use of curated data in multiple programming
languages. For example, at the time of publication of our
data set (Brochier et al., 2018), these file formats were not
yet sufficiently mature; consequently, a second set of data
files (mat-format for Matlab users) had to be supplied in
addition to the original data files and the Python code,
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thus duplicating storage space. Second, many vendor-
specific formats are designed from the perspective of the
recording system, i.e., data packets from multiple chan-
nels and are written progressively to file. From a consumer
perspective, however, one of the most common scenarios
is to read recording traces of one or several selected
channels. The corresponding data samples are distributed
across the raw data file, causing suboptimal performance
in loading and processing. In contrast, standardized data
formats provide more efficient data and metadata storage
for the end user.

Both scenarios require a well-defined access to data
stored in the various file formats. Efforts to form an alliance
with manufacturers to provide a common, platform-
independent, and well-tested basis for data access is still
far from reality, despite early efforts by the Neuroshare
initiative (http://neuroshare.sourceforge.net/index.shtml)
aiming to unify access to various file formats from different
vendors. In the Python world, the Neo data object model
(Garcia et al., 2014) currently hosts the most comprehen-
sive set of loading routines resulting from a community
effort, which anticipates synergy with the SpikeInterface
project aimed at evaluating spike sorter performance
(Buccino et al., 2020; https://spikeinterface.readthedocs.
io). In this design concept, data are represented in a com-
mon, generic structure independent of the source, which
provides easy data access in a generic fashion from ap-
plications, analysis scripts, or other components of the
data processing workflow.

When pursuing the first scenario of data publication (as
we did for the data set described in Brochier et al., 2018), the
most efficient and robust approach to construct the
accompanying code for data access was to rely on a public
community library such as Neo to handle the actual data
loading and then annotate and reshape the resulting data
object in a second step to optimally present its structure to
the user. For the second scenario, data can be saved in a
common, generic file format. Perhaps due to the high di-
versity of vendors of electrophysiological recording systems,
sucha commonfile format hadnot beenavailable.However,
to close this gap, two promising and complementary efforts
have recently started. The first, Neurodata Without Borders
(Teeters et al., 2015; https://www.nwb.org), offers a highly
structured, HDF5-based format (Hierarchical Data Format
version 5) to hold neurophysiological data sets based on a
defined, optimized scheme. The second, NIX (Stoewer et al.,
2014; http://www.g-node.org/nix), is a file format more
customizable and suitable to combine structured data and

arbitrary metadata records and fully compatible with
odML-based metadata descriptions. Support to connect the
Neoobjectmodel is continuously improved for both formats.
With respect to the organization of data files at the file sys-
tem level, ongoing efforts exist to extend structures such as
the BIDS schema (Gorgolewski et al., 2016) to electrophysi-
ology (cf., e.g., Pernet et al., 2019 for EEG, or discussions of
the newly formed INCF special interest group on standard-
ized data organization for electrophysiology), as are initia-
tives to establish interfaces with databases (e.g., Reimer
et al., 2020).

NFDI-Neuro places a main focus on fostering these
efforts toward common data models and file formats,
and on making them interoperable with existing pro-
gramming languages and storage solutions in the labo-
ratories. Eventually, robust backing of data descriptions
is key to ensure a smooth transition of electrophysio-
logical data between any kind of data producer and data
consumer.

Research data repositories

An important decision thatmust bemadewhen deciding to
share data is the physical storage location to use. Indeed, a
number of data repositories exist to choose from, ranging
from discipline-agnostic solutions such as Figshare
(https://figshare.com) or Zenodo (https://zenodo.org), to
generic institutional repositories, and to services catering
specifically to the neuroscience community. Besides
exposing the data set to a more targeted audience, the
advantage when choosing one of the latter solutions is that
these repositories are often able to interpret the contained
data files as long as community standards are being
adhered to. For example, the G-Node Infrastructure service
used to store Brochier et al. (2018) is able to parse and
display the odML encoded metadata schemes (see, e.g.,
https://gin.g-node.org/INT/multielectrode_grasp/src/
master/datasets/i140703-001.odml), and the EBRAINS
Knowledge Graph can link data sets to a corresponding
view of its anatomical location in a brain atlas viewer.

Given the diversity of solutions that are available for
sharing electrophysiological data, NFDI-Neuro’s approach
is to build a common infrastructure as a connecting layer,
which will make access to data independent of specific
storage solutions. In this way, researchers are able to
choose the best repository for their data based on consid-
erations of formal requirements, computational demands,
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and capabilities of the repository store, while being able to
simplify discoverability and access to the data.

Looking back, when we started to develop strategies to
best share and publish data sets, we soon realized that a
more efficient and robust process for data curation is
essential in our field of science.However, itwas only byway
of experience that the prevailing gaps in our workflows
became apparent. For this reason, we are confident that
establishing a process within NFDI-Neuro to foster the
interaction between the experimental realities in the labo-
ratories and the development of sophisticated tools will lay
the foundation that in the future scientists need to worry
less about the technicalities of managing their data, but
instead can appreciate the creativity sparked by analyzing
the richness of state-of-the-art neural recordings.
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Abstract: In clinical neuroscience, there are considerable
difficulties in translating basic research into clinical

applications such as diagnostic tools or therapeutic
interventions. This gap, known as the “valley of death,”was
mainly attributed to the problem of “small numbers” in
clinical neuroscience research, i.e. sample sizes that are too
small (Hutson et al., 2017). As a possible solution, it has been
repeatedly suggested to systematicallymanage researchdata
to provide long-term storage, accessibility, and federate data.
This goal is supported by a current call of the DFG for a
national research data infrastructure (NFDI). This article will
review current challenges and possible solutions specific to
clinical neuroscienceanddiscuss themin the context of other
national and international health data initiatives. A suc-
cessful NFDI consortium will help to overcome not only the
“valley of death” but also promises a path to individualized
medicine by enabling big data to produce generalizable re-
sults based on artificial intelligence and other methods.

Keywords: NFDI; research data management; FAIR
principles.

Zusammenfassung: In den klinischen Neurowissen-
schaftengibt es erheblicheSchwierigkeiten,Erkenntnisse aus
der Grundlagenforschung in therapeutische klinische Stra-
tegien umzusetzen. Diese Lücke wurde als „Tal des Todes”
(Hutson et al., 2017) bezeichnet und hat zu der Ansicht
geführt, dass die klinisch-neurowissenschaftliche Forschung
nicht optimal aufgestellt ist. Als mögliche Lösung wurde
vorgeschlagen, Forschungsdaten systematisch zu verwalten,
um eine langfristige Speicherung, Zugänglichkeit und Ver-
netzung der Daten bereitzustellen. Dieses Ziel wird durch
einen aktuellen Aufruf der DFG für eine nationale
Forschungsdateninfrastruktur (NFDI) unterstützt. In diesem
Artikel werden aktuelle Probleme und mögliche Lösungen
der NFDI für die klinische Neurowissenschaft beschrieben.
Ein erfolgreiches NFDI-Konsortium wird dazu beitragen,
nicht nur das „Tal des Todes“ zu überwinden, sondern
verspricht auch einen Weg zur individualisierten Medizin,
indem die daraus resultierenden „Big Data“ zusammen
mit Methoden des maschinellen Lernens genutzt werden
können.
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Introduction

Clinical neuroscience (CNS) investigates the function and
dysfunction of the human nervous system. It heavily relies
on data from patients and healthy subjects. CNS employs
functional measurements to characterize the brain and
the peripheral nervous system: these comprise multi-
channel electroencephalography (EEG) and magnetoen-
cephalography (MEG) and the associated—rather complex—
evaluation techniques (e.g., inverse solutions, dynamic
causal modeling, connectivity analyses). These techniques
are used to quantify and localize signals and analyze
interactions between brain regions and brain states, such as
consciousness and sleep. Further functional measurements
comprise, but are not limited to, visual, acoustic, somato-
sensory, and motor evoked potentials (EVPs), or invasive
and noninvasive electromyography (EMG). Other tech-
niques are used to directly influence the brain’s function,
such as electrical (usually with direct current) andmagnetic
brain stimulation or deep brain stimulation. The techniques
are often combined, for example, in sleep polygraphy, and
setups for computer-brain interfaces and closed-loop stim-
ulationparadigms.Anessential set of techniqueswas added
in recent years by the availability of functional magnetic
brain resonance imaging, which allows a direct correlation
between structure and function. Many of these techniques
have evolved into new dimensions using sophisticated
analysis techniques. This allows for a semiautomatic and
quantitative evaluation of, for example, disease progres-
sion, localization of circumscribed brain abnormalities in
epilepsy, characterization of the brain’s chemical properties
by spectroscopy, and semiautomatic detection of abnor-
malities in early stroke by machine learning algorithms.

Unfortunately, data formats of these techniques and
associated metadata are dominated by a wide variety of
proprietary industry solutions. In this regard, CNS differs
considerably from neuroimaging, where Digital Imaging
and Communications in Medicine (DICOM) serves as
a standard, promoting sharing and interoperability. In
CNS—generally speaking—data are neither findable nor
accessible, interoperable, or reusable. This has restrained
the progress of research on many highly essential topics,
such as consciousness and cognition, and psychiatric and
neurological disorders.

Moreover, the availability of research data for the
community remains low (Bryan Heidorn, 2008). This

problem has led to considerable difficulties in translating
basic research into clinical applications such as diagnostic
tools or therapeutic interventions. This gap, known as the
“valley of death,” (Hutson et al., 2017) has been attributed
mainly to the problem of “small numbers” in CNS research,
that is too small sample sizes. Besides, data availability
declines rapidly over time, with an estimated 17% increase
in data loss probability per year after the publication of the
article (Vines et al., 2014). Only recently, a discussion on
the implementation of the FAIR principles (findability,
accessibility, interoperability, and reusability) (Wilkinson
et al., 2016) was started.

Key barriers

In the following, we identify significant barriers for the
FAIRification of CNS data. Those comprise technical,
knowledge, motivational, resource, legal, and ethical
barriers. The goal of national research data infrastructure
(NFDI) neuroscience is to develop solutions to overcome
these barriers.

Technical barriers

Research data sharing in compliance with the FAIR
principles place high demands on technical imple-
mentations. The resulting technical barriers have long
been known, and there has been a lot of research and
publications that have investigated possible solutions.
Most obstacles have been solved theoretically and can
also be solved in practice, but sustainable working
implementations and political and financial commitment
remained limited so far. Therefore, technical barriers
remain significant challenges for the availability and
use of data in all medical research areas and the public
healthcare system (Packer, 2018; van Panhuis et al., 2014).

Challenges (I)

Research infrastructure for a lawful (that is General Data
Protection Regulation (GDPR) compliant—see below)
long-term storage of personal data in a data warehouse
with archiving and backup solutions is often not available.
Also, standardized annotation/metadata models are
lacking. Only with proper annotation, contextual infor-
mation is provided that allows meaningful data use in the
long term.
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Objective

Research data should be easy to find, and the availability
should be guaranteed.

Description

The retention or archiving of data is often not prioritized,
especially if research is performed with limited capacities
and resources (Terry et al., 2018). In most cases, the data
are “available” for the prescribed or recommended reten-
tion period. Usually, the data are collected for a specific
project or to answer a specific scientific hypothesis. The
storage of the data is typically limited to this conceptual
framework. Therefore, this conceptual framework has to be
changed to a framework for long-term data storage. In that
case, there will be little effort needed to choose, for
example, a data format designed for long-termdata storage
and to move data in repositories that can be easily
accessed. To improve data findability, the data should be
published along with metadata in data portals and ware-
houses. The number of sustainable data retrieval systems
should be increased. Moreover, the archiving of data must
be an independent process that runs in parallel to research;
it should be independent of relocation and fluctuation of
people, computers, offices, physical damage to paper or
electronic files, computer viruses, etc.

Challenges (II)

Interoperability is limited by a lack of metadata describing
data content, origin, methods, etc.

Objective

Generation of a published standard for the formalization
and annotation of data in CNS at the individual level
includes different modalities as subdomains.

Description

CNS brings together many submodalities and supplements
them with clinical data. To this end, we need to define
minimum requirements for data annotation that comple-
ment the metadata standards of the included data
(Khvastova et al., 2019). Very likely, these metadata will be

domain-specific and require a definition of domain-specific
metadata. A consensus about minimum requirements for
data annotation should be reached within the community,
for example, through community discussions, publica-
tions, and workshops. Based on these results, a virtual
environment of federated data repositories can be created.
To improve the understanding, usability, and spreading of
the standard, guidelines for the acquisition, annotation,
and curation of multimodal data and a best-practice
implementation should be provided.

Challenges (III)

At present, data exchange between IT systems in CNS and
IT systems in the public healthcare system is limited
(mostly non-existing) (Winter et al., 2018). Data in the
domain of CNS and the public healthcare system are
mainly stored in proprietary formats from a wide variety
of manufacturers without intramodal or intermodal
compatibility.

Objective

CNS data are available in a FAIR research infrastructure
and can be exchanged between research and healthcare
infrastructures by specified standards. Standards for data
exchange and archiving should ensure interoperability
with the existing research data infrastructure.

Description

Unlike in the medical imaging domain, where data are
typically fully compliant with the DICOM standard, the
situation differs in CNS. Device and software manufacturers
are often small- to medium-sized companies that employ
their own proprietary data formats. Very recently, a DICOM
standard for clinical neurophysiological data has been
proposed, which facilitates the integration of electrophysi-
ological data into common and interoperable picture
archiving and communication systems (PACS). This
proposed standard does not cover processed data: in
particular, annotations and clinical findings are typically
not structured and stored in syntactically or semantically
standardized ways, while different complementary initia-
tives exist in clinical and the research communities (e.g., the
Brain Imaging Data Structure [BIDS]) (Gorgolewski et al.,
2016). To date, this approach covers only a small part of the
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data, which ismainly raw data and some derivative data. At
least in disease description, there has been an improvement
in recent years through the general use of the ICD system
(Office of the Secretary, HHS, 2014; The Lancet, 2019).

However, data formats’ heterogeneity and the lack of a
uniform standard represent a central obstacle in creating
interoperability (technological, semantic, and organiza-
tional). An essential aspect of new data standards is the
provision of reference implementations. This software
must validate data conformity as well as to collect broader
user feedback. The software should be capable of auto-
matic metadata extraction, creation, validation, and
exchange of standardized data formats. It should be
available for several major programming languages that
are widely used in CNS (e.g., Python, Java, Matlab). This
software aims to offer well-documented and easily under-
standable best-practice implementations used as tem-
plates in the community.

Knowledge barriers

Challenges

Researchers might have limited knowledge about the
existing solutions in the theoretical, software, and hard-
ware domain. A lack of knowledge can prevent the use of
existing and available solutions and thus represent a
significant barrier to all goals of a sustainable research
data management.

Objective

The objective is to create awareness and offer training for
the use of new technologies and tools for data sharing

Description

The acceptance and a wide range of applications are of
crucial importance. Therefore, continuous feedback from
and to the neuroscience community and education and
teaching is of utmost importance. Support should be
organized centrally, for example, by a domain-specific
help desk. Additionally, the neuroscience community
should more closely cooperate with standardization orga-
nizations such as “Health Level Seven International”
(HL7), which have solved many of the interoperability
questions across medical domains already.

Motivational and resource barriers

The process of data sharing requires human and technical
resources for data preparation, annotation, communica-
tion with recipients, computer equipment, and, above all,
time. Time and resources are chronically lacking in CNS
as in every other scientific research branch. What are the
reasons that data providers motivate to share data—
extrinsic and intrinsic?

Challenges

The challenges are too little extrinsic and intrinsic in-
centives, the fear of researchers that mistakes or quality
issues are identified in their data/results with a high degree
of transparency, and no reward system for data sharing.

Objectives

The objective is to create incentives for researchers to care
about data sharing.

Description

There is some incentive needed (personal and institutional)
to prioritize data sharing over other pressing duties.
Currently, data providers for secondary analyses receive
little attention and credit. In CNS,most data are collected to
test scientific hypotheses. This process of testing and
thereby falsifying or corroborating hypotheses motivates
scientists and delivers the feeling of extending human
knowledge. To endure the efforts of preparing, annotating,
and sharing of data currently has little clear focus. The
potential profit, even for the greater good, is not nameable.
The risks and benefits of exchanging data are often
perceived as unfair. Data producers often feel exploited
when they benefit little from their work,whereas data users
who analyze the data quickly and publish results can
significantly benefit andmay be characterized as “research
parasites” (Longo and Drazen, 2016). The metrics and
perception currently relevant in Germany—but also inter-
nationally—clearly favor the publishing researchers with
little regard to who is the data producer.

Data providers could be discredited by errors found
during secondary use of their data. Particularly, scientists
who have invested time and effort in data collection might
fear that scientific credit may be lost if data recipients
with greater capacity or more sophisticated analysis
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methods could gain the majority of credit (Pisani and
AbouZahr, 2010). The possibility that data providers may
disagree with the intended secondary use of their data can
also reduce the motivation for data sharing (van Panhuis
et al., 2014). All these motivational issues can only be
overcomewith a cultural shift that values data sharing and
quality assurance through the detection of errors by the
community and through a shift toward the notion that
mistakes happen and that their professional management
can increase recognition and trustworthiness of the con-
cerned scientists rather leading to their disqualification.

Legal and ethical aspects in CNS

Lawful processing of personal data is a cross-cutting topic
relevant beyond neurosciences and regulated through the
EU General Data Protection Regulations in place since
2018. Anyone who collects data from people is responsible
for obtaining a lawful basis for doing so and for protecting
the rights and freedom of “data subjects,” that is, the
identifiable natural persons from whom the data have
been collected. This applies equally to researchers and
institutions. This responsibility also has implications for
data sharing. Researchers often do not know the law in all
its complexity with its implications regarding who is the
data controller, what are the technical and organizational
measures to keep the data safe during storage and
processing, and what are the rules for data sharing.

Challenges

Identifiable health data is, according to GDPR, a special
category of data under high protection. Only under certain
conditions—that guarantee the data subject’s rights and
freedoms—their processing is legal. Processing of health
data—according to GDPR—required a data protection impact
assessment that is a detailed analysis of the risks for the data
subjects and implemented measures to mitigate those.
Additionally, it requires evaluating the data protection
concept by a data protection officer. Due to the complex legal
aspects and a lack of expert knowledge and support in this
domain, personal health data processing is often hindered.

Objectives

The objective is to establish a framework for the legal and
ethical handling of personalized data and appropriate
support mechanisms for researchers.

Description

In a patient-centered science branch like CNS, most of the
data come from an individual. A clear distinction between
data with personal identifiers and completely anonymous
data are not always possible, which leads to restrictive
guidelines for all types of data for data protection reasons.
Aggregated data without personal identifiers are often
not detailed enough for certain research questions or
applications. Existing tools and standards for deidentifying
personal identifiers such as statistical data masking may
not be known or available in many contexts (Wartenberg
and Thompson, 2010). Some records consist primarily of
personal identifiers and may become useless if identifica-
tion precludes the possibility of reidentification—since it is
precisely the personal information relevant for research.
We need certifiable standards or blueprint solutions for
organizational and technical measures for the data pro-
tection of workflows and IT systems. These standards must
find the optimal balance between keeping data secure and
simultaneously enable researchers to use personal data in
compliance with GDPR. The data protection concept shall
use all practically implementable protectionmeasures that
can help prevent unauthorized access and abuse of per-
sonal data and enable the data subjects’ rights, for
example, for information, data deletion, and transparency.

Best practices must be developed and published to
describe how to guarantee lawful neuroscience health data
processing. The development process should involve
collaboration with related international (e.g., Open Brain
Consent (Pernet et al., 2020), European Open Science Cloud
[EOSC], the Virtual Brain Cloud, the Human Brain Project, or
the European Health Data Space) and national efforts, like
the German group “data security” of the TMF—Technologie-
und Methodenplattform für die vernetzte medizinische
Forschung e.V. or the Medical Informatics Initiative. The
best practices should address the separation of data avail-
ability (others can see which data are available) and acces-
sibility (others can also access the data), the separation and
handling of identifying data, the provisioning of metadata
while guaranteeing data privacy, and linking institutional to
the NFDI-Neuro Common Infrastructure (COIN). One
important step might be the development of an online
helpdesk for the generation of data protection concepts
based on successful concepts collected from the community.

Conclusion

The development of a national research data infrastruc-
ture in CNS is a colossal undertaking that requires
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considerable effort from the entire research community.
The goal is the establishment of FAIR principles for
multimodal neuroscience health data that comprise
neurophysiological, neuroimaging, behavioral, and clin-
ical data of patients and healthy volunteers (Figure 1).
This endeavor will be a lengthy process made up of many
different measures and requires structured cooperation
with standardization organizations and neighboring
consortia and disciplines.

Competences and expertise

The scientists working on this area have a long-standing
interest and expertise in research data (Khvastova et al.,
2019; Klingner et al., 2016; Rauch et al., 2019; Ritter et al.,
2013; Schirner et al., 2018; Sonntag et al. 2018; Winter
et al., 2018). They cooperate with the data integration
center of the UKJ as part of the German medical infor-
matics initiative within the consortium “Smart Medical
Information Technology for Healthcare” (SMITH; www.
smith.care), the Virtual Research Environment andHealth
Data Platform of the Charité and Berlin Institute of Health
(BIH), with the Medical Informatics Initiative, the na-
tional research data infrastructure initiative NFDI4-
Health, the European Open Science Cloud, the Virtual
Brain Cloud, the International Neuroinformatics Coordi-
nation Facility, the Human Brain Project, and several
other projects with related topics. Owing to the interaction

with the scientific community through the German Society
for Clinical Neurophysiology and Functional Imaging
(DGKN), interactions with many user sites and the in-
dustry can be integrated. The DGKN also has established
national expert commissions which will contribute their
expertise in working groups.
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Ergebnis derWahl zumVorstand der Neurowissenschaftlichen Gesellschaft
e.V. für die Amtsperiode 2021–2023

Zum Stichtag 31. Januar 2021 wurden 537 Wahlzettel ein-
gesandt. Das entspricht einer Wahlbeteiligung von 25,6 %.
Davon waren 494 Wahlzettel gültig, 43 mussten als
ungültig gewertet werden und sind nicht in das Abstim-
mungsergebnis eingegangen. Die ordnungsgemäße
Durchführung der Wahl wird vom Wahlleiter, Prof. Dr.
Michael Synowitz, Kiel, bestätigt.
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Ja:  Nein:  Enthaltung: 

Schatzmeister Prof. Dr. Ansgar Büschges (Köln)
Ja:  Nein:  Enthaltung: 

Computational Neuroscience Prof. Dr. Uli Egert (Freiburg): 
Prof. Dr. Sonja Grün (Jülich): 

Entwicklungsneurobiologie/
Neurogenetik

Prof. Dr. Constance Scharff
(Berlin): 
Prof. Dr. Tanja Vogel (Freiburg): 

Junge NWG (jNWG) Dr. Sophie Seidenbecher
(München): 

Klinische Neurowissenschaften Prof. Dr. Mathias Bähr
(Göttingen): 

Kognitive Neurowissenschaften Prof. Dr. Christiane Thiel
(Oldenburg): 
Prof. Dr. Melanie Wilke
(Göttingen): 

Molekulare Neurobiologie Prof. Dr. Dirk Dietrich (Bonn): 
Prof. Dr. Tobias Böckers (Ulm): 

Neuropharmakologie/
-toxikologie

Prof. Dr. Heidrun Potschka
(München): 
Prof. Dr. Markus Schwaninger
(Lübeck): 

Systemneurobiologie Prof. Dr. Ileana Hanganu-Opatz
(Hamburg): 

Verhaltensneurowissenschaften Prof. Dr. Martin Göpfert
(Göttingen): 
Prof. Dr. Gary Lewin (Berlin): 

Zelluläre Neurowissenschaften Prof. Dr. Veronica Egger
(Regensburg): 
Prof. Dr. Birgit Liss (Ulm): 
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Der Vorstand der Amtsperiode 2021–2023 setzt sich somit
wie folgt zusammen:
Präsidentin: Prof. Dr. Christine R. Rose (Düsseldorf)
Vizepräsident: Prof. Dr. Frank Kirchhoff (Homburg)
Generalsekretär: Prof. Dr. Christian Steinhäuser (Bonn)
Schatzmeister: Prof. Dr. Ansgar Büschges (Köln)

Sektionssprecher
Computational Neuroscience: Prof. Dr. Sonja Grün
(Jülich)
Entwicklungsneurobiologie/Neurogenetik: Prof. Dr.
Constance Scharff (Berlin)
Junge NWG (jNWG): Dr. Sophie Seidenbecher (München)
Klinische Neurowissenschaften: Prof. Dr. Mathias Bähr
(Göttingen)
Kognitive Neurowissenschaften: Prof. Dr. Christiane
Thiel (Oldenburg)

Molekulare Neurobiologie: Prof. Dr. Tobias Böckers
(Ulm)
Neuropharmakologie/-toxikologie: Prof. Dr. Heidrun
Potschka (München)
Systemneurobiologie: Prof. Dr. Ileana Hanganu-Opatz
(Hamburg)
Verhaltensneurowissenschaften: Prof. Dr. Martin Göp-
fert (Göttingen)
Zelluläre Neurowissenschaften: Prof. Dr. Veronica Egger
(Regensburg)

Ehrenpräsident: Prof. Dr. Albert C. Ludolph (Ulm)

Der neue Vorstand tritt sein Amt mit dem Ende der
Göttinger Tagung der NWG am 30. März 2021 an.

Stipendien für virtuelle Göttinger Tagung 2021 vergeben

Die folgenden Bewerber wurden für ein Stipendium für
die Teilnahme an der virtuellen Göttinger Tagung 2021
(22.–30. März) ausgewählt. Den erfolgreichen Stipen-
dienbewerbern wurde die Registrierungsgebühr für die
Teilnahme an der Tagung erlassen:

(1) Aksan, Bahar (Heidelberg, Germany)
(2) Anisimova, Margarita (Hamburg, Germany)
(3) Armasescu, Florian-Vintila (Bucharest, Romania)
(4) Bicakci, Ahmet (Magdeburg, Germany)
(5) Bica-Popi, Melania (Bucharest, Romania)
(6) Constantin, Oana M. (Hamburg, Germany)
(7) de Tredern, Eloïse (Gif-sur-Yvette, France)
(8) DeMaegd, Margaret Louise (Normal, USA)
(9) Folschweiller, Shani (Freiburg, Germany)
(10) Ghenghea, Mihail-Sebastian (Bucharest, Romania)
(11) Grosu, Andreea-Violeta (Bucharest, Romania)
(12) Kleis, Piret (Freiburg, Germany)
(13) Kocovic, Dušica M. (Belgrade, Serbia)
(14) Lange, Sven (Bonn, Germany)
(15) Lehman, Maxime (Gif-sur-Yvette, France)
(16) Liedtke, Maik (Rostock, Germany)

(17) Mahishi, Deepthi (Leipzig, Germany)
(18) Menne, Laura (Hannover, Germany)
(19) Milicevic, Katarina (Beograd, Serbia)
(20) Pierzchlinska, Anna (Szczecin, Poland)
(21) Rodrigues Neves, Ana Catarina (Coimbra, Portugal)
(22) Scharr, Melanie (Tübingen, Germany)
(23) Schmaul, Samantha (Mainz, Germany)
(24) Senn, Lara (Modena, Italy)
(25) Vestring, Stefan (Freiburg, Germany)
(26) Vitale, Maria Rosaria (Würzburg, Germany)
(27) Völkner, Christin (Rostock, Germany)
(28) Wolf, Katharina (Erlangen, Germany)

Bewerben konnten sich Studenten, Doktoranden und
Postdocs, die zum Zeitpunkt der Bewerbung maximal 35
Jahre alt waren und an der Göttinger Tagung mit einem
eigenen Beitrag als Erstautor teilnahmen. Als Bewer-
bungsunterlagen waren ein kurzer Lebenslauf, eine Pub-
likationsliste (falls vorhanden), eine Kopie des Abstracts
sowie ein kurzes Empfehlungsschreiben gefordert.
Wir gratulieren den erfolgreichen Kandidaten!

Schilling Forschungspreis der Neurowissenschaftlichen Gesellschaft 2021

Der Schilling Forschungspreis der Neurowissenschaftlichen
Gesellschaft wurde 2021 an Katrin Franke, die eine Junior-
gruppe am Department für Augenheilkunde in Tübingen
leitet, verliehen.

Wie wir die Welt sehen, hängt davon ab, welche
Informationen unsere Augen an das Gehirn senden.
Bereits im Auge - der ersten Verarbeitungsstufe des
visuellen Systems - zerlegt die Netzhaut das eingehende
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visuelle Signal in parallele Bilddarstellungen, die das
Gehirn über wichtige Aspekte der Umgebung wie Kon-
trast, Bewegung oder Farbe informieren. Der volle
Umfang der visuellen Informationen, die das Auge an das
Gehirn sendet, war jedoch für lange Zeit weitgehend
ungelöst.

Katrin Franke erhält den Schilling-Preis der Neuro-
wissenschaftlichen Gesellschaft 2021 für ihre Arbeit zur funk-
tionalen Charakterisierung von Informationskanälen der
Netzhaut. Durch die Kombination von funktionellen Popu-
lationsmessungenmit maschinellem Lernen zeigte ihre Arbeit,
dass das Auge ein viel komplexeres Signal an das Gehirn sen-
detalsbisherangenommen.Weiterhinkonntesiedarlegen,wie
inhibierende neuronale Schaltkreise für die Erzeugung dieser
funktionellen Vielfalt von entscheidender Bedeutung sind. In
jüngerer Zeit konzentrierte sich ihre Forschung auf die Frage,
wie sich einzelne visuelle Merkmale wie Farbe in den ersten
Verarbeitungsstufen des visuellen Systems der Maus entwick-
eln. Ihre Arbeit hat dazu beigetragen besser zu verstehen, wie
die Netzhaut das eingehende Bild verarbeitet, um relevante
Aspekte aus der Umwelt zu extrahieren. Ein derart detailliertes
Verständnis der gesunden Netzhautfunktion ist der Schlüssel
zur Identifizierung von Funktionsdefiziten, welche verschie-
denen degenerativen Netzhauterkrankungen zugrunde liegen,
und ist damit Voraussetzung für die Entwicklung neuer
Behandlungsstrategien.

Katrin Franke promovierte an der International Max
Planck Research School for Neural and Behavioral
Sciences am Graduiertenkolleg Tübingen. Seitdem ist
sie Juniorgruppenleiterin am Bernstein Center for

Computational Neuroscience
und dem Department für
Augenheilkunde der Uni-
versität Tübingen, mit län-
geren Forschungsperioden
am Baylor College of Medi-
cine in Houston, USA.

Dieser Preis wird alle
zwei Jahre in den ungeraden
Jahren durch die Neuro-
wissenschaftlicheGesellschaft
e.V. für herausragende Leis-
tungen auf dem Gebiet der

Hirnforschung verliehen. Der von der Hermann und
Lilly Schilling-Stiftung für medizinische Forschung finan-
zierte Förderpreis in Höhe von 20.000 Euro soll junge
Wissenschaftler*innen bis zu einem Alter von 35 Jahren
unterstützen. Voraussetzung für eine erfolgreicheBewerbung
ist eine durch Publikationen dokumentierte hervorragende
Forschungsarbeit. Der/die Bewerber*in sollte in einem deut-
schen Labor arbeiten oder als Deutsche*r im Ausland
tätig sein. Die Bewerbung kann entweder direkt oder durch
Vorschlag erfolgen. Bewerbungen aus allen Gebieten
der Neurowissenschaften sind willkommen. Mitgliedschaft
in der Neurowissenschaftlichen Gesellschaft ist nicht
Voraussetzung.

Die Preisverleihung erfolgte auf der virtuellen
Göttinger Tagung der Neurowissenschaftlichen Gesell-
schaft am 22. März 2021, die Preisträgerin hielt dort einen
Vortrag.

ALBA Declaration für Inklusion und
Gleichstellung

Die Neurowissenschaftliche Gesellschaft e.V. gehört zu
den Unterstützern der ALBA Declaration, mit der sich 143
neurowissenschaftliche Institutionen zu Inklusion und
Gleichstellung verpflichten.

Das Alba-Netzwerk wurde 2018 von der ehemaligen
FENS-Präsidentin Carmen Sandi, die auch Vorsitzende des
Netzwerks ist, und einer internationale Gruppe von
Neurowissenschaftlern ins Leben gerufen. Es hat sich
zur Aufgabe gemacht, Fairness und Diversität in der Hirn-
forschung zu fördern. Es soll vermieden werden, dass sich
talentierte Forscher*innen indenNeurowissenschaftennicht
vollständig entfalten können, weil nicht überall die Prinzi-
pien einer fairen, vorurteilslosen, diversenArbeitsumgebung

geschaffen sind. Dafür möchte das ALBA Netwerk konkrete,
evidenz-basierte Handlungsempfehlungen geben. Dazu
gehören unter anderem klar definierte Kriterien für Rekru-
tierung,AnstellungoderKandidatenauswahl, umversteckte,
etablierte Mechanismen von Ungleichheit zu erkennen
und zu beseitigen, ein Verhaltenskodex im Umgang
mit Mitarbeiter*innen und Kolleg*innen, transparente Kar-
rierestrukturen und die Möglichkeiten für ein ausgewogenes
Verhältnis von Arbeit und Familie.

Eine Registrierung als ALBA member ist über die
Website des Netzwerks möglich.
Zur Website: http://www.alba.network/network
Kontakt: E-mail: info@alba.network
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NEU auf dasGehirn.info

Möchten Sie eine Pressemeldung an “dasGehirn.info”
weitergeben oder Ihr Institut vorstellen, wenden Sie sich
bitte an Arvid Leyh (E-mail: a.leyh@dasgehirn.info).

Im Monat Dezember stand erneut der
Themenschwerpunkt Struktur und Funk-
tion neuronaler Netzwerke imMittelpunkt.
Der zweite Teil der Themenpartnerschaft
mit dem SFB  steht unter der Über-
schrift „Nur eine Zelle“ und vertieft das
Thema mit den folgenden Artikeln:

Erfolgsgeheimnis Kommunikation
Tausende Antennen, ebenso viele Sender
und ein superschnelles Datenkabel erlau-
ben Neuronen den gleichzeitigen Infor-
mationsaustausch mit vielen anderen
Zellen. Dazwischen werden die Signale
räumlich und zeitlich präzise verrechnet.

Kommunikationslöcher: Ionenkanäle
In Ionenkanälen verbirgt sich der Schlüs-
sel zum Verständnis der elektrischen
Aktivität von Nervenzellen. Ohne sie läuft
buchstäblich: Nichts.

Highspeed dank Myelin
Oligodendrozyten umwickeln die Axone
von Nervenzellen mit einer isolierenden
Myelinschicht, damit elektrische Signale
schneller reisen können. Dabei gilt es, die
genaue Beschaffenheit der Stra-
ßenabschnitte sorgfältig zu planen.

Was Nerven verbindet
Eine Sache der richtigen Vernetzung:
Synapsen ermöglichen es uns, flexibel auf
Situationen zu reagieren und zu lernen.

Der Animationsfilm Neuron ≠ Neuron
schaut auf die Biophysik hinter den Neu-
ronen: Um die  Milliarden Neurone
bevölkern das Gehirn. Sie unterscheiden
sich sehr in Form und Funktion –wobei die
eine die andere bedingt: Wer, wie die
corticale Pyramidenzelle, primär mit Ler-
nen befasst ist, darf sich Zeit lassen. Ganz
im Gegensatz zu einer Zelle der oberen
Olive, die beim Richtungshören gegen die
Zeit läuft.

Das Schwerpunktthema Sucht in The-
menpartnerschaft mit dem TRR , mit
dem dasGehirn.info im Mai  online
gegangen ist, wurde um ein Video-
Interview ergänzt:
Sucht hat viele Facetten. Wir sprechen mit
Prof. Andreas Heinz von der Berliner
Charité, Sprecher des TRR , über ver-
schiedene Arten, die Rolle von Stress,
aktuelle Therapien und künftige
Möglichkeiten.

In der Rubrik Neues aus der Wissenschaft
macht dasGehirn.info im Dezember 
und Januar  auf die folgenden
Pressemeldungen aus den Instituten
aufmerksam:

· Kartierung der Netzwerkentwicklung im
Gehirn | Max-Planck-Institut für Hirnfor-
schung (..)

· Wie sich das Gehirn im Raum orientiert |
Heinrich-Heine Universität Düsseldorf
(..)

· Visuelles Kurzzeitgedächtnis ist viel-
schichtiger als angenommen | Ruhr-
Universität Bochum (..)

· Menschen hören das, was sie zu hören
erwarten | Technische Universität
Dresden (..)

DasGehirn.info gibt künftig neuro-
wissenschaftlichen Lehr- und For-
schungseinrichtungen Gelegenheit, sich
und ihre Arbeit in einem Videoportrait
vorzustellen. Wie das aussehen kann,
zeigt das Portrait von The Center for Inte-
grative Physiology and Molecular Medi-
cine (CIPMM) in Homburg.
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Neueintritte

Folgende Kolleginnen und Kollegen dürfenwir als Mitglieder
der Neurowissenschaftlichen Gesellschaft begrüßen:

Ebru Acun (Magdeburg)
Nikolaos Aggelopoulos, Dr. (Göttingen)
Emad Amini (Würzburg)
Anna Antoniou, Dr. (Bonn)
Gregor Bucher (Göttingen)
Anna-Sophia Hartke (Hannover)
Daniel Hillier (Göttingen)
Hanna Hörnberg, PhD (Berlin)
Alexander Jais (Leipzig)

Lakshay Khurana (Göttingen)
Pia Kruse (Freiburg)
Mirjam Montag (Kaiserslautern)
Sabina Nowakowska (Magdeburg)
Enya Paschen (Freiburg)
Anna Pierzchlinska (Szcecin, Polen)
Nicole Richter (Marburg)
Parthiban Saravanakumar (Magdeburg)

Der Mitgliedsstand zum 20. Januar 2021 beträgt 2.114
Mitglieder.

Ausblick

Martin Korte et al.
Respiratory viral infections and associated neurological
manifestations

Valentin Nägerl et al.
Nanoscale imaging of the functional anatomy of the
brain

Thomas Bosch et al.
Neurons interact with the microbiome: an evolutionary-
informed perspective

Martin Brüne
Mental Health and Biological Evolution: Implications for
Psychiatry and Psychosomatic Medicine
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Neurowissenschaftliche Gesellschaft e.V. (NWG) 
- Beitrittserklärung -  

 
 
 
 
Hiermit erkläre ich meinen Beitritt zur Neurowissenschaftlichen Gesellschaft e.V. (NWG). 
 
Eintrag in das Mitgliederverzeichnis: 

 
 

Name 

Vorname 

Titel 

Dienstadresse 

 
 

Universität/Institut/Firma 

Straße 

PLZ/Ort Land 

Telefon/Email 

Privatadresse 

 
 

Straße 

PLZ/Ort 

Telefon 
 
 
Rechte und Pflichten der Mitgliedschaft siehe Satzung (nwg-info.de/de/ueber_uns/satzung). 
Mit meiner Unterschrift bestätige ich, dass ich die Satzung sowie die Datenschutzrichtlinie 
(nwg-info.de/de/datenschutz) zur Kenntnis genommen habe und diese anerkenne. 
 
 
 
 

Datum/Unterschrift  

 
Ich unterstütze den Antrag auf Beitritt zur NWG e.V. 
 
 
 
 
Datum/Unterschrift des Mitglieds    Datum/Unterschrift des Mitglieds 
 
Bitte senden Sie Ihren Antrag an die Geschäftsstelle der NWG: 
 
Stefanie Korthals 
Neurowissenschaftliche Gesellschaft e.V. 
MDC  
Robert-Rössle-Str. 10 Email: korthals@mdc-berlin.de 
13092 Berlin  Tel.: +49 30 9406 3127 
 

 

Jahresbeitrag (bitte ankreuzen): 
  100,– €/Jahr Seniors (Prof.) 

 80,– €/Jahr Postdocs (PhD, Dr., etc.) 
 40,– €/Jahr Studenten, Doktoranden, Mit- 
 glieder in Elternzeit oder im Ruhestand, 
 Arbeitslose 
 

Überweisung: 
Bankverbindung: Berliner Bank AG 
IBAN: DE55 1007 0848 0463 8664 05 
BIC: DEUTDEDB110 
 
Einzug über Kreditkarte (VISA/Mastercard): 
 
Kartennr.:                                                                   

gültig bis:  ____________  Betrag:        

Dreistellige Sicherheitsnr.:                                      

Karteninhaber:        

Unterschrift:       

SEPA-Lastschriftmandat: 
(Gläubiger-IdentNr: DE64NWG00001110437) 
 
Ich ermächtige die Neurowissenschaftliche 
Gesellschaft e.V. von meinem Konto 

bei der Bank:          

IBAN:        

BIC:          

einmal jährlich den Mitgliedsbeitrag in Höhe 
von €              einzuziehen und weise mein 
Kreditinstitut an, die von der NWG auf mein 
Konto gezogenen Lastschriften einzulösen. 
 

Ort, Datum:          

Unterschrift:       

Kontoinhaber:       

Anschrift:         

                                                                                         

Ich optiere für folgende 2 Sektionen: 
 Computational Neuroscience 
 Entwicklungsneurobiologie/Neurogenetik 
 junge NWG (jNWG) 
 Klinische Neurowisschenschaften 
 Kognitive Neurowissenschaften 
 Molekulare Neurobiologie 
 Neuropharmakologie und -toxikologie 
 Systemneurobiologie 
 Verhaltensneurowissenschaften 
 Zelluläre Neurobiologie 

     

     Ich erkläre mich einverstanden, dass meine 
Daten zum Zwecke wissenschaftlicher Informa-
tionsvermittlung (z.B. FENS-Mitgliedschaft) 
weitergegeben werden. 
Diese Entscheidung kann jederzeit über die 
Geschäftsstelle oder das Mitgliederportal auf 
der Website widerrufen werden. 

    Ich bin Student  ja  nein 
  (Bescheinigung anbei) 
  Ich bin   weiblich      männlich   divers 
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